Norwegian Ministry of Local Government and Selected elements
Regional Development and main points

Official Norwegian Reports NOU 2022: 11

Your privacy
- our shared responsibility

Time for a privacy policy







Norwegian Ministry of Local Government and Selected elements
Regional Development and main points

Official Norwegian Reports NOU 2022: 11
Your privacy
— our shared responsibility

Time for a privacy policy

Translation from Norwegian. For information only.






To the Ministry of Local Government and
Regional Development

The Norwegian Privacy Commission was appointed by Royal Decree on 23
June 2020 to assess the position of privacy in Norway. The Commission hereby
submits its report.

Oslo, 26 September 2022

John Arne Moen
Chair
Ingvild Nzess Haakon Hertzberg Jill Walker Rettberg
Deputy Chair (until March 2021)
Tor-Aksel Busch Marianne Hoyer Dag Wiese Schartum
Trine Skei Grande Finn Liitzow-Holm Helge Veum
Myrstad

Trude Margrethe Haugli Toril Nag Brita Ytre-Arne
(from June 2021)

Oddhild Aasberg

Catharina Nes,
Head of Secretariat

Janne Loen Kummeneje

Ailo Krogh Ravna






1.1

1.1.1
1.1.2
1.1.3
1.14

1.2
1.3
1.3.1

1.3.2

1.3.3

21

2.2

2.3
24

Introduction and summary ......
Privacy in a new light .....................
Privacy on the agenda.....................
Privacy as a societal value .............
Technology and privacy are policy
Technological development on
SOCIEtY’S termS ...coveevveeveeerereeveenenes
A national privacy policy ................
SUMMATY .euveereereeereeeeeeeereeteeeveereens
Part I - What are privacy, legal
frameworks and technological
driving forces? .......ocoevvvveeeceenenne.
Part II — The position and
challenges of privacy in selected
SECLOI'S .eueveevirecirereerneneeeeeeeeneneeeananes
Part III — Other areas in which the
Commission has worked ...............

The Commission’s mandate,
composition and work ...............
Mandate of the Privacy
CommiSSion ......ccceevveeveeereereeneennenne.
The Privacy Commission’s
interpretation and delimitation of
the mandate ........ccceeeveeeveerreenenene.
Composition of the Commission ..
The work of the Commission ........

Contents

11

10

11

12

13

The technological landscape
that affects privacy .....................

Privacy in the digital public
administration ............ccceoveuenne.

Privacy in the justice sector ....

Privacy in schools and
kindergartens .............ceeuevennn.n.

Consumer privacy ...........oo.....

Regulatory complexity and
national discretion .....................

Technology in the service of
PYIVACY ..ooveiereverieeeere e

Transparency ...........ccceeevveveennene

Guidance, supervision and
complaints ..........cccoooeveveeeenrennnne.






Official Norwegian Reports NOU 2022: 11 7

Your privacy — our shared responsibility

Chapter 1

Chapter 1
Introduction and summary

1.1 Privacyin a new light

In this report, the Privacy Commission paints a pic-
ture of a digitalisation process that is affecting
every sector in society. It is a cross-party goal to
digitalise, and this process has been, and is likely
to continue to be, carried out at a high pace. Since
the previous privacy commission presented its
report, many comprehensive digitalisation pro-
cesses have taken place in both the public and pri-
vate sectors. As a result of this, more and more
personal data is now being collected, used and
reused. The societal benefits of digitalisation are
often considerable, and the use of personal data is
enabling efficient, high-quality services to be pro-
vided to citizens. At the same time, the Privacy
Commission sees a general tendency for digitalisa-
tion to take place at the expense of privacy.
Through its work on the report, the Privacy
Commission has sought to obtain an overview of
this development, and to identify possible ways
forward to safeguard and strengthen privacy in
the digital society.

1.1.1

Privacy is about the society we want to live in,
both today and in the days that will follow. In spite
of this, privacy is often considered to be an expert
field or niche area. Privacy is often discussed in
the context of legislation, legal interpretation and
compliance. For professional operators, privacy is
often associated with formal requirements, possi-
ble sanctions and complex legal assessments that
get in the way of the performance of everyday
tasks. Most people might associate privacy with
annoying requests for consent that constantly
need to be clicked, emails about updated privacy
policies that no one ever reads, and other similar
nuisances that distract you from what you actually
want to do.

During conversations with primary school
pupils, it became apparent that they are tired of
talking about privacy as something that is about

Privacy on the agenda

pointing fingers and bans.! They want an open
and considered conversation about how personal
data is collected, what it is used for, how such col-
lection affects us, and the effects that it has on
society. Such conversations require a broader dis-
cussion of what privacy means for society as a
whole, and what society risks losing if privacy is
not protected.

In the opinion of the Privacy Commission, it is
high time that discussions concerning privacy are
lifted out of expert circles and made a relevant
and important issue in the public debate, among
municipal councils and in the Storting. For this to
happen, privacy must be recognised as a public
good that has a fundamental value. Privacy must
be understood and considered in a positive sense,
as a value that helps to safeguard and build trust
in society, rather than as a brake or a necessary
evil to avoid sanctions.

1.1.2 Privacy as a societal value

Good privacy protection lays the foundations for
freedom of expression, freedom of information
and the forming of opinions. In other words, pri-
vacy is a prerequisite for an open society and a
well-functioning democracy.

Privacy can contribute to a better balance of
power between individuals, groups, authorities
and private operators. The collection, compilation
and use of personal data gives certain operators
considerable influence. There is a lot of power to
be gained from having a detailed knowledge of,
and potentially being able to make use of informa-
tion about, people’s lives, thoughts and secrets.
Personal data may for example be used to tailor
messages, make decisions based on assumptions
about individuals and groups, and develop new
services. A knowledge of and the ability to control
what others know about us, and how they can use

1 Falch, C. (2022). Rapport til Personvernkommisjonen. Inter-
viuer med barn og unge om personvern.



8 Official Norwegian Reports NOU 2022: 11

Chapter 1

data about us, is an important tool for limiting this
power.

Privacy is not just about the rights and choices
of individuals. Good privacy protection is also
about protecting other people, e.g. by shielding
vulnerable groups from undue intervention, or by
ensuring that every citizen is afforded real protec-
tion, regardless of their competence and
resources. Thus, privacy is also a collective and
solidaristic value. In order for privacy to be safe-
guarded as a fundamental societal value in prac-
tice, politicians and other decision-makers must
view privacy as a value that is desirable to safe-
guard. This means that techno-optimism must be
accompanied — and sometimes dampened - by
critical reflections on what technological advances
could mean for our society. It is also about choos-
ing technological solutions which are based on
data protection by design and facilitate the safe-
guarding of privacy. Critical reflections require a
basic understanding of both the technology and
the legal issues, but ultimately it is a question of
understanding and emphasising human rights in
our interaction with technology.

1.1.3 Technology and privacy are policy

In many cases, technology can have the power to
change, affecting how we live, how we perceive
ourselves, and how we exist in interaction with
others. Changes originating from technological
development can appear revolutionary, for better
or for worse. At the same time, these changes
often occur gradually and problems often do not
become apparent until later.

Privacy is often invisible, in the sense that it is
not noticed until something goes wrong, and even
when breaches do happen, they are rarely accom-
panied by physically noticeable impacts. As a
result, developments that have the power to
change society in fundamental ways often take
place out without anyone raising critical questions
regarding whether the development is even desir-
able, and without the development being the sub-
ject of an open, democratic debate.

It is unrealistic to think that the wider popula-
tion should have in-depth knowledge and exper-
tise concerning the technological and legal issues
that are part of many discussions relating to pri-
vacy. Efforts to implement preventive measures
and protect citizens from privacy breaches must
be led by the authorities. Nevertheless, the power
of technology to change society presupposes that
most people should, as part of being a well-
informed member of society, have a basic under-
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standing of the role that privacy plays in societal
development.

Technology is being developed and introduced
at a rapid pace, and technology that appears con-
troversial or remote from reality today can
become normalised and widely accepted in the
future. When this happens, it may result in the
gradual weakening of privacy. This weakening can
be difficult to spot before it is too late to counter-
act the negative effects. In many cases, technolog-
ical development and its impacts are unpredicta-
ble, and any adverse effects may be difficult to
counteract if the technology has already become
widely adopted. In order to counteract any nega-
tive development, it is therefore important to have
a democratic discussion regarding the encroach-
ments on the rights and freedoms of individuals
that society should be prepared to accept.

1.1.4 Technological developmenton
society’s terms

Prioritising privacy as a societal value is not neces-
sarily either easy or frictionless. In the short term,
this may entail closing the door to certain techno-
logical instruments that could prove to be both
good and useful. At the same time, new doors can
be opened to facilitate innovation and the develop-
ment of alternative technology based on our dem-
ocratic values and principles. This will be of great
value for societal development in the long term.

The Privacy Commission also strongly believes
that technology can be used consciously to
improve privacy. For example, technological aids
can help people to both understand their rights
and exercise them. The Privacy Commission
believes that such technological opportunities
have so far not been sufficiently utilised.

To facilitate responsible technological develop-
ment and innovation, privacy must be safeguarded
through specific actions by authorities and enti-
ties that process personal data. In this report, the
Privacy Commission presents a number of meas-
ures to contribute to action and improvement.
Some of these measures can be implemented
through political and commercial measures, while
others will require cultural and competence build-
ing over time. Common to the measures is that
they will help to raise awareness of the issue of
privacy.

It is the Privacy Commission’s wish and hope
that this report will stimulate a broader public
debate concerning privacy. This will entail not
only the abovementioned discussion concerning
what encroachments on privacy society should be
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prepared to accept, but also an examination of the
issues from a political perspective. In this way,
these fundamental democratic questions can be
lifted out of purely legal or technological discus-
sions and viewed from a broad societal, political
and human rights perspective.

1.2 A national privacy policy

The Privacy Commission calls for a national pri-
vacy policy that sets out guidelines for the digitali-
sation of society, in addition to that which follows
from the legislation. This policy must cover the
processing of personal data by both the public and
private sectors, and ensure that privacy is safe-
guarded during the formulation of legislation.

The government should draw up a national pri-
vacy policy which looks at the status of privacy in
Norway, both today and in the future. Privacy is a
shared responsibility. The privacy policy must
therefore help to open up a public discussion
about privacy, and make it an inclusive and impor-
tant debate about fundamental values, society and
democracy.

Below, the Privacy Commission summarises
the overriding considerations that must be taken
into account in a national privacy policy. These
points are supplemented by examples of specific
recommendations from the Commission, taken
from the various sub-chapters of the report.

A national privacy policy must have the overri-
ding goal of ensuring the genuine protection of pri-
vacy. The policy must provide guidance across
sectors, with the aim of safeguarding the privacy
of citizens. This will require the formulation of
overarching principles regarding how society can
safeguard privacy as a natural part of the digitali-
sation process. Policy development must take
place in open public debates concerning funda-
mental issues relating to how much interference
in their privacy citizens should have to accept, e.g.
in order to meet the need for effective public
administration and crime prevention. The Privacy
Commission recommends that the precautionary
principle be applied in cases where the use of
technology entails a particularly high risk to pri-
vacy.

A national privacy policy must view privacy
from a holistic perspective. Norway currently has
no public body that has overarching responsibility
for assessing the general use of personal data in
the public administration or its significance as
regards privacy. Assessments linked to the use of
personal data are largely carried out on a sector-
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by-sector basis, often with little parliamentary
oversight or open debate. As long as data protec-
tion assessments take place in silos, or on a piece-
meal or individual basis, it will be very difficult to
assess the overall impact of potentially intrusive
services, measures or legislative changes. The
government should pay particular attention to the
data protection impacts of more extensive sharing
and further processing of personal data, and how
this should be assessed in relation to other impor-
tant considerations, such as efficiency and the
rule of law. In order to draw attention to the impor-
tance of safeguarding privacy in the digitalisation
of society, the Privacy Commission believes that
the government should present an annual privacy
policy report to the Storting, rooted in the current
privacy policy.

A national privacy policy must entail thorough
risk assessments. It will not be sufficient to con-
sider data protection impacts solely in connection
with the individual specific processing of personal
data. Possible data protection impacts must also
be examined in connection with the formulation of
regulations, during the development of services
and during the preparation of budgets, proce-
dures and organisational measures. Privacy-
friendly technological and organisational alterna-
tives must always be considered before it is
assumed that there is a conflict between privacy
on the one hand and, for example, societal secu-
rity, crime prevention and efficiency, on the other.

A national privacy policy must pay particular
attention to vulnerable groups, including children
and young people in particular. Vulnerable groups
may be less able to safeguard their own privacy
and exercise their rights. The incorrect use of per-
sonal data can contribute to the creation or rein-
forcement of unfair biases which disproportion-
ately affect vulnerable individuals and groups.

Children and young people are a particularly
vulnerable group, because they are shaped by
their surroundings to a greater extent than adults,
and are exploring their identity. As a result, it is
important that personal data about them is not
used to «put them in a box» or used against them
later in life. The Privacy Commission therefore rec-
ommends that the government work to introduce
a ban on behavioural advertising aimed at chil-
dren. The school and kindergarten sector must
take the lead in seeking to ensure that privacy is
safeguarded. It is unacceptable for children’s per-
sonal data to be commercially exploited.

A national privacy policy must include a clear
foreign policy role. Norway should take an active
role in the formulation of new international regu-
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lations, as well as in the development of interna-
tional standards and common solutions that can
promote privacy. This will entail representatives of
the Norwegian authorities working actively and
systematically in relation to European legal pro-
cesses which will have impacts on privacy.

A national privacy policy must make use of nati-
onal discretion as regards regulation. In many
cases, there are limitations on Norway’s discre-
tion concerning the formulation of rules and pro-
cedures which impact on privacy. International
authorities, with the EU as the focal point, largely
set out guidelines regarding what can be imple-
mented at national level. Nevertheless, there is
considerable scope, in relative terms at least, as
regards nationally adapted provisions. The Nor-
wegian authorities must pursue an active national
legislative policy in order to promote data protec-
tion. It should always be an ambition to utilise the
national discretion provided for by EU legislation
to supplement the European rules to both support
and strengthen current EU legislation which the
Norwegian authorities regard as being of particu-
lar importance. Where appropriate, the Norwe-
gian authorities should adopt deviating Norwegian
rules if there is access and sufficient reason to do
So.

A national privacy policy must promote privacy-
friendly innovation. Technological development
should take place in a way that safeguards and
promotes privacy. The Privacy Commission
believes that robust standards and codes should
be developed to clarify how innovation can take
place within an ethical and justifiable framework.
The national privacy policy should also strengthen
research and development in the field of privacy,
in order to contribute to privacy-friendly innova-
tion and digitalisation. Research in the field of pri-
vacy may have a major impact on our ability to
understand the overall impacts of digitalisation on
the fundamental rights and freedoms of citizens.

A national privacy policy must entail the public
sector taking the lead. Public authorities have a
responsibility to maintain high standards, includ-
ing as regards privacy. This means that govern-
ment agencies must carry out thorough data pro-
tection assessments and utilise tools that respect
the privacy of citizens. The Privacy Commission
recommends that the public sector uses its pur-
chasing power to stimulate the emergence of pri-
vacy-friendly products and services. Guidelines
should be issued concerning how privacy should
be weighted in procurements.

A national privacy policy presupposes a solid
knowledge and competence base. Decisions and
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assessments that impact on privacy must be based
on legal, technological and social science exper-
tise. The Privacy Commission therefore believes
that the public sector must prioritise the strength-
ening of privacy competence among its employ-
ees. The privacy policy must also include meas-
ures which ensure that citizens receive basic
training regarding privacy. The Privacy Commis-
sion therefore recommends that privacy be
included in primary and lower secondary educa-
tion, and that privacy education be strengthened
at all levels, including higher education.

A national privacy policy requirves transparency
surrounding the processing of personal data. Trans-
parency surrounding the use of personal data is
necessary to safeguard and build up trust in the
authorities and service providers among citizens.
This means not only transparency regarding
which personal data is processed and used con-
cerning individuals, but also transparency regard-
ing how personal data is aggregated/compiled
and reused. As far as possible, the information
should be made available to citizens, without any
need to actively request access.

A national privacy policy requirves effective
enforcement. To ensure compliance with regula-
tions that are intended to protect the privacy of cit-
izens, it will be necessary to ensure that the Nor-
wegian Data Protection Authority has sufficient
resources to enforce the law. In addition to effec-
tive controls and sanctions, the Privacy Commis-
sion believes that the Norwegian Data Protection
Authority must have the resources it needs to pro-
vide guidance operators who need it. As privacy
continues to cover more and larger areas, supervi-
sion must be strengthened in line with these
actual needs. The Commission furthermore
believes that supervisory authorities other than
the Norwegian Data Protection Authority should
also provide guidance regarding privacy issues
directly linked to their particular area of authority.

1.3 Summary

The following sections present a summary of the
key points in each chapter of the report. The Pri-
vacy Commission stands united behind the assess-
ments and recommendations, with the exception
of one recommendation in Chapter 9 relating to
exploring the possibility of a general ban on
behavioural advertising. With regard to this, the
Commission has split into a majority that supports
the recommendation and a minority that does not
support the measure.
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1.3.1 Partl-What are privacy, legal
frameworks and technological driving

forces?

In Chapter 3, the Privacy Commission presents an
account of different perceptions of what privacy
means, and discusses why privacy is important
both for the individual and for society at large.

Privacy is a fundamental right for the individ-
ual and an important premise for freedom of
expression. Yet privacy has a collective aspect. If
privacy is disregarded, vulnerable groups or soci-
ety at large could be affected, e.g. through groups
reining themselves in and curbing their active par-
ticipation in society. Thus, responsibility for pri-
vacy cannot be left solely to individual choices and
preferences. This discussion forms the backdrop
to the rest of the report.

In Chapter 4, the Privacy Commission reviews
the legal regulation of privacy. A general overview
is presented of the key provisions of the General
Data Protection Regulation, along with a review of
the regulation of privacy both as a human right
and in the Constitution. The Commission also pro-
vides a brief account of how privacy is affected
and regulated in various sectoral legislation. In
addition, the Privacy Commission reviews the spe-
cific regulation of children’s privacy, including the
Constitution and the Convention on the Rights of
the Child. The principle of the best interests of the
child is briefly presented. At the end of this chap-
ter, the Commission discusses current and forth-
coming European privacy legislation. A discussion
of other regulations and a more detailed regula-
tory review can be found in the respective chap-
ters.

In Chapter 5, the Privacy Commission presents
a brief overview of fundamental features of tech-
nological development in society, and identifies
certain key areas where technology can create
particular privacy challenges. This description
forms the basis for further discussions in subse-
quent chapters.

The development of powerful tracking and
sensor technology, data transfer infrastructure,
storage technology, as well as ever-increasing pro-
cessing power, have made it possible to collect,
transfer, store and process data on a large scale.
As a result, ever larger amounts of personal data
can be collected and analysed, a development that
puts privacy under pressure. This rapid and com-
plicated technological development has meant
that decision-makers and legislators often «fall
behind». In order to counteract any unfortunate
development, it is therefore important to have a
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principled and knowledge-based approach to how
technology impacts on society, and how society
can influence technological development. The dis-
cussion regarding technological development
must also include certain red lines — technologies
or technology applications that are unacceptable in
a democratic society.

The Privacy Commission advocates that the
precautionary principle must be applied before
technology is introduced which could have seri-
ous impacts on both individuals and society at
large. Against this backdrop, the Commission rec-
ommends the introduction of a ban on the use of
remote biometric identification in public spaces.
This is technology that is used to identify individu-
als in real-time, which in the opinion of the Privacy
Commission is so intrusive that the technology is
incompatible with fundamental societal values and
human rights.

1.3.2 Partll-The position and challenges of
privacy in selected sectors

The mandate of the Privacy Commission high-
lights a number of specific areas/sectors where
privacy challenges are both numerous and diffi-
cult to overcome. In its mandate, the Commission
is asked to focus in particular on issues relating to
privacy in the public sector, privacy in the justice
sector, the privacy of consumers, and the privacy
of children and young people. Part II of the report
presents the Privacy Commission’s assessments
and proposals for measures in the abovemen-
tioned areas.

As mentioned above, the Privacy Commission
recommends that the government establish a pri-
vacy policy that is viewed in the context of digitali-
sation policy. In the privacy policy, the govern-
ment should pay particular attention to the data
protection impacts of more extensive sharing and
further processing of personal data, and how such
sharing and further processing should be
assessed in relation to other important considera-
tions, such as efficiency and the rule of law. Every
year, the government should present a report on
privacy policy to the Storting, rooted in current
data protection policy.

In Chapter 6, the Privacy Commission dis-
cusses digitalisation of the public administration
and assesses the privacy implications of develop-
ments. The public sector has a particular respon-
sibility to ensure that the privacy of citizens is
safeguarded, and must therefore facilitate both
thorough impact assessments and due process
guarantees. If the public administration is unable
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to adequately safeguard the privacy of citizens,
this could have serious impacts on individuals and
potentially undermine trust in the authorities.

The aim of the digital administration is to offer
efficient and user-friendly services. As part of this
objective, many administrative tasks are being
fully or partially automated, including the use of
automated systems in case processing. This often
entails systems analysing large quantities of infor-
mation concerning citizens in order to derive rec-
ommendations regarding decisions. Although the
use of such systems in the public administration
entails a number of advantages, challenges relat-
ing to privacy may arise if the systems do not facil-
itate comprehensible and transparent case pro-
cessing. In particular, the Privacy Commission dis-
cusses challenges relating to the use of automated
systems for control purposes. Extensive or dispro-
portionate use of profiling for control purposes
can have serious negative effects for both individ-
uals and society at large, e.g. in the form of unlaw-
ful discrimination or chilling effects. The Privacy
Commission therefore recommends that the pub-
lic administration should apply the precautionary
principle in connection with the use of profiling
for control purposes.

There are also privacy challenges associated
with the formulation of regulations in the public
sector. If the data protection impacts are not ade-
quately evaluated as part of the regulatory pro-
cess, there is a risk of disproportionately large
intrusions into privacy. The Privacy Commission
therefore recommends that systematic data pro-
tection assessments be carried out in legislative
processes.

In this chapter, the Privacy Commission also
presents an overview of the legal framework for
the processing of personal data in the public
administration. The Commission then goes on to
present the various requirements regarding the
basis for processing. An overview is presented of
the basis for processing, processing purposes and
the legal framework for the further processing of
personal data. The Privacy Commission particu-
larly stresses the importance of creating a secure
and clear legal framework for the further process-
ing of personal data. The Privacy Commission is of
the opinion that impact assessments in legislative
processes should include an assessment of
whether existing regulations are sufficient and
whether use should be made of national discre-
tion. If national provisions are laid down, this
could contribute to clearer and more comprehen-
sive legislation, and thus provide greater predicta-
bility for citizens. It would also provide a better
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basis for assessing whether or not specific pro-
cessing of personal data is lawful.

The Privacy Commission highlights a number
of challenges relating to the sharing and use of
personal data in the public administration. The
formulation of legal bases, the use of artificial
intelligence and the sharing of personal data
between administrative bodies are some of the
challenges that are reviewed. One challenge in
connection with the sharing of personal data
across bodies is that it leads to uncertainty
regarding the division of responsibility between
cooperating bodies. The Privacy Commission
therefore recommends that the division of respon-
sibility should be laid down in law or regulations
to a greater extent in cases where the sharing of
personal data forms part of a wider collaboration
between administrative bodies and where ambigu-
ity could lead to serious data protection impacts.

The Privacy Commission believes that there is
a need for an advisory body that has a comprehen-
sive overview of the use of personal data in Nor-
way. Such a body could help to ensure that the pri-
vacy policy in force at any given time is imple-
mented and carried out effectively, and provide
advice regarding how privacy considerations
should be weighed against other considerations,
as well as what ethical assessments should be
made in connection with the use of personal data.

In Chapter 7, the Privacy Commission looks at
privacy challenges in the justice sector, with a par-
ticular focus on the processing and use of per-
sonal data by the police. Within the area of justice,
the right to privacy must in many cases be
weighed against the need to ensure effective
crime prevention, which in turn means that pri-
vacy is placed under pressure. Privacy is chal-
lenged both when there is a desire to implement
new methods, and when legislative measures are
implemented in order to facilitate crime preven-
tion.

When drafting regulations, data protection
impacts are often only assessed to a limited
extent, or not at all. This may lead to the introduc-
tion of a number of apparently less intrusive legal
provisions, which can collectively lead to a surveil-
lance burden on the population. If disproportion-
ately intrusive measures are implemented in the
name of crime prevention, it could both erode
trust in key societal institutions and lead to chill-
ing effects which could challenge fundamental
democratic values.

In the opinion of the Privacy Commission, it is
therefore crucial that the data protection impacts
of crime prevention measures are assessed from a
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holistic perspective and subjected to public
debate. The starting point must be that, as a fun-
damental right, privacy must also be safeguarded
in the face of the need to ensure effective crime
prevention.

Transparency helps to create trust. A lack of
information and transparency regarding the use
of technology, combined with the steady develop-
ment of powerful data collection and analysis tools
for use in the justice sector, can compromise pri-
vacy. One possible impact of this is that the pub-
lic’s confidence in the justice sector is weakened.
Limited information is available regarding the
tools and methods that are used by the police in
Norway and how privacy is safeguarded in prac-
tice. The Privacy Commission therefore recom-
mends that a committee be appointed to study the
use of methods in the justice sector. The commit-
tee should particularly consider the data protec-
tion impacts of policing methods, especially in
relation to the principles of purpose and propor-
tionality.

In the opinion of the Privacy Commission, it is
crucial that systems and solutions are constructed
in a way that safeguards privacy. For example, if
the legislature considers extensive mass data col-
lection to be essential in order to combat serious
crime, systems for storing such data must be kept
apart from other systems to ensure that the data
cannot be used for purposes other than collection.

Furthermore, the Privacy Commission consid-
ers it to be crucial that the Norwegian Data Pro-
tection Authority carries out regular checks in the
field of justice.

As in other sectors, there is also a general
need for a competence lift relating to privacy in
the justice sector. This entails the training of per-
sonnel, appropriate procedures, systems and tools
for handling personal data, as well as a manage-
ment-based understanding of privacy as a funda-
mental human right. The Privacy Commission
believes it is particularly important that senior
police officers have a high level of awareness of
the risk of slippage of purpose, and that the risk of
such slippage is reduced through the establish-
ment of appropriate procedures and technical
measures. The Privacy Commission furthermore
recommends that better systems be established
for handing over documents to lawyers, and that
an assessment be carried out to determine how
information covered by prohibitions against sei-
zure can be sorted out in connection with the
review of mobile phones.

In Chapter 8, the Privacy Commission dis-
cusses how the digitalisation of the school and
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kindergarten sector has taken place at the
expense of children’s privacy. Schools and munici-
palities have largely implemented extensive
changes in order to digitalise school life, but have
not had either the expertise or resources to
ensure that privacy is safeguarded as part of the
digitalisation process.

Teachers, parents, students and school man-
agement make use of a wide range of digital ser-
vices as part of their teaching on a daily basis.
Many of these services, from learning resources
to administrative tools, process large amounts of
personal data concerning students, who are also
exposed to extensive advertising, despite the ban
on advertising in schools. In many cases, a
detailed technological and legal knowledge is
needed in order to obtain an overview of how per-
sonal data is processed and used in these systems,
and the data protection impacts that such process-
ing and use could have. Most municipalities have
neither the resources nor the expertise to carry
out thorough assessments on their own, which in
turn means that there is currently a limited over-
view of how the privacy of Norwegian pupils is
being safeguarded. There is a need for the profes-
sionalisation and centralisation of risk assess-
ments and testing of digital solutions that are
being considered for use in schools and kinder-
gartens.

The Privacy Commission recommends that a
national competence and testing environment be
established to assist municipalities in dealing with
challenges relating to data protection. A national
service catalogue for digital learning resources
should be established, which also contains data
protection assessments that municipalities and
schools can use as a basis when choosing digital
services. In addition, the Privacy Commission
wants to see immediate measures be introduced
to limit the commercial exploitation of personal
data relating to pupils and reduce the advertising
pressure in services that are used by schools in
their teaching.

Major global technology companies have
gained access to classrooms across the country
by offering affordable, user-friendly services. Indi-
vidual municipalities, schools and teachers do not
possess the necessary expertise, nor have any
influence or bargaining power in their meetings
with these operators, and there is therefore a con-
siderable risk that the digitalisation of schools will
take place on terms stipulated by the technology
giants. It is difficult to obtain an overview of how
the privacy of pupils is safeguarded when com-
mercial solutions are used, and it can also be prob-



14 Official Norwegian Reports NOU 2022: 11

Chapter 1

lematic that individual pupils develop an early con-
sumer relationship with the companies concerned
through school.

The Privacy Commission believes that it should
not be up to each municipality to negotiate agree-
ments with technology giants, and that the
national authorities should come on board. There
is also a need for a wider debate about the role of
major technology companies in Norwegian
schools. Insofar as the solutions that are available
on the market do not adequately safeguard pri-
vacy, the Privacy Commission believes that Norwe-
gian authorities must invest in the development of
new solutions that safeguard privacy in a satisfac-
tory manner.

In Chapter 9, the Privacy Commission dis-
cusses challenges which particularly relate to con-
sumer privacy and the use of social media and dig-
ital platforms in a broad sense. The collection and
use of personal data for commercial purposes has
become a pivotal part of digital consumer life and
led to the development of many new services.
This development has also created significant pri-
vacy challenges and it is now almost impossible to
prevent commercial operators collecting informa-
tion about who you are, what you like and where
you move around.

The commercialisation of personal data has
created strong financial incentives to collect as
much information as possible. Everything from
who you communicate with, what news you read,
what you buy, who you love and where you are, is
recorded and subject to analysis and commercial
exploitation. Among other things, personal data is
used to develop new products and services, to be
resold or to create detailed profiles that can be
used to target behavioural advertising and other
messages.

The challenges are all the greater as regards
the commercial use of children’s personal data.
Children are entitled to special protection. Yet
they are frequent users of digital services, and
personal data concerning children is often col-
lected on the same scale as that of adults. It is
impossible to obtain an overview of how the infor-
mation is used or what future impacts its use
could have. At the same time, children have rights
and a right to protection against surveillance,
including surveillance by their own parents. The
rights of children are coming under pressure
from digital products and services which allow
parents to monitor their children’s movements
and activities. The legislation protecting children
is fragmented and partially overlapping, and the
Privacy Commission therefore recommends that
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the legislation be reviewed and reworked to
ensure that children’s rights are safeguarded.

The Privacy Commission recommends, inter
alia, that the Norwegian authorities take an active
role in relation to the EU as regards consumer pri-
vacy, especially in relation to ongoing legislative
processes. The Privacy Commission shares the
government’s view that behavioural advertising
aimed at children should be banned. The
Commission also supports the prohibition of the
use of special categories of personal data for mar-
keting purposes.

The Privacy Commission split into a majority
and a minority regarding the question of whether
a general ban on behavioural advertising should
be evaluated. The majority of the Commission
believes that an evaluation should be carried out
to determine whether or not a general ban is nec-
essary to protect Norwegian and European con-
sumers. A minority in the Commission believe
that, as long as behavioural advertising is done
responsibly, a general ban would be dispropor-
tionate.

Privacy is not currently a competitive advan-
tage for commercial operators, both because it is
normally impossible for consumers to obtain an
overview of any data protection impacts, and
because punishments for breaking the law are
inadequate. The Privacy Commission believes that
the authorities have a role to play in stimulating
the development and use of privacy-friendly tech-
nology, both through procurement schemes and
procurements, and by cracking down harder on
operators who fail to protect privacy. It is particu-
larly crucial that regulations are enforced with
respect to the global technology companies,
which have a dominant position in the data-driven
economy. In this regard, consideration should
also be given to whether or not the competition
legislation could be used more actively to prevent
negative data protection impacts in connection
with mergers and acquisitions, and to limit the
market power of the giants in order to ensure a
level playing field.

As an investor, Norway also has a unique
opportunity to influence global technology compa-
nies through the Norwegian Government Pension
Fund Global (also known as the Oil Fund), which
owns significant shares in the technology giants.
The Privacy Commission believes that the Oil
Fund should use its power as an investor, e.g. by
formulating privacy requirements as part of its
investment strategy. This could make the inade-
quate protection of privacy a significant invest-
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ment risk, which in turn could create financial
incentives to develop privacy-friendly solutions.

1.3.3 Partlll - Other areas in which the
Commission has worked

In Chapter 10, the Privacy Commission describes
the legal complexity of the privacy regulations and
discusses the national discretion that follows from
the Regulation.

Privacy is regulated by the Personal Data Act
and the General Data Protection Regulation,
which are both cross-sectoral regulations. In addi-
tion, there are also national, sector-specific rules
concerning the processing of personal data. The
Regulation is formulated in such a way that it cre-
ates a number of difficult interpretative choices. In
many cases, the legislation also requires broad
discretionary considerations. Difficulties in
understanding the interaction between the GDPR
and national legislation are not uncommon. This
can create challenges for both controllers and
data subjects. The Privacy Commission therefore
recommends that ongoing efforts be made to
make the legal rules as clear and comprehensible
as possible.

Although the General Data Protection Regula-
tion applies equally across all EU and EEA coun-
tries, there is in certain contexts both a right and
an obligation to issue national provisions. There
may also be a need for national regulations that
bridge the gap between national legislation and
the Regulation.

The Privacy Commission recommends, inter
alia, that the government pursue an active legisla-
tive policy to promote privacy, both by making use
of the national discretion and by working actively
with the EU to strengthen pan-European legisla-
tion. The Commission also submits a number of
concrete proposals regarding how the national
discretion can be utilised.

In Chapter 11, the Privacy Commission dis-
cusses how technology can be used to better pro-
tect privacy. It is a question of how technology can
not only threaten privacy, but also help to protect
privacy. Among other things, technological tools
can better equip citizens to safeguard and exer-
cise their privacy rights, and help controllers to
fulfil their obligations. The Commission describes
what data protection by design can look like in
practice, through a «rights platform», where citi-
zens have access to the information that public
operators hold about them, and where they can
get support to exercise their rights, such as
access, rectification and erasure.
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The Privacy Commission recommends that the
Norwegian authorities stimulate the development
of privacy technology, e.g. through the imposition
of procurement requirements and the introduc-
tion of financial incentive schemes.

In Chapter 12, the Commission discusses
transparency as a prerequisite for satisfactory
democratic participation, privacy and the rule of
law.

Data protection impacts many different
aspects of freedom of expression and information,
and these rights can sometimes come into conflict
with each other. For example, the right to privacy
could restrict access to personal data, which in
turn could limit freedom of information. Yet pri-
vacy can also be an important prerequisite for
individuals choosing to express their opinions
concerning controversial topics. Good privacy can
thus counteract chilling effects on the voice cli-
mate.

The Privacy Commission believes that it is
essential that the results of automated processes
that have a direct bearing on citizens’ duties,
rights, freedoms and opportunities can be
explained. If, for example, administrative deci-
sions are made, applications for loans decided or
prison sentences determined using entirely or
partially automated systems, the people that the
decisions concern must be given a clear explana-
tion of why the output from the machine was as it
was.

Transparency also means the opportunity to
gain access to your own personal data, and knowl-
edge about who has accessed the data and how it
has been used. The Privacy Commission believes
that it should be a goal that citizens have access to
information about the specific personal data that
has been registered about them. By making this
information available, the individual does not have
to apply for access. Provision must also be made
to ensure that the information is clear and com-
prehensible to those affected, including those
who lack basic digital skills. The Privacy Commis-
sion endorses key conclusions in the Norwegian
Digitalisation Agency’s report on how transpar-
ency and disclosure of information concerning the
processing of personal data should be imple-
mented in practice.

The Privacy Commission also recommends
that data subjects be involved to a greater extent
in the development of services. There is a need
for genuine participation in the development of
solutions that process personal data.

In Chapter 13, the Privacy Commission pre-
sents the role of the Norwegian Data Protection
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Authority as a supervisory authority, guidance
body and social actor. The Norwegian Data Pro-
tection Authority currently has cross-sectoral
responsibility and a substantial workload, which
presents challenges relating to resources in con-
nection with the performance of its statutory
tasks.

The Privacy Commission believes that the Nor-
wegian Data Protection Authority must be
strengthened by being given more resources.
However, it is not true that privacy can only be
ensured through a strong central supervisory
authority. In order to strengthen privacy, it will be
necessary to secure access to expertise relating to
privacy in all areas of society, including those of
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public bodies other than the Norwegian Data Pro-
tection Authority.

Because the privacy regulations are difficult to
apply, it is problematic that many controllers do
not have sufficient access to guidance. This can
lead to the regulations being misinterpreted, lead-
ing to breaches of privacy.

The Privacy Commission recommends that
guidance provided for controllers be strength-
ened. At the same time, sectoral supervision
should to a greater extent regard the safeguard-
ing of data protection as a task within its remit.
This can contribute to better guidance and more
effective enforcement.
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Chapter 2
The Commission’s mandate, composition and work

Mandate of the Privacy
Commission

The Privacy Commission was appointed by Royal
Decree on 23 June 2020.

The Commission was given the following man-
date:

«On its political platform (the Granavolden
platform), the government has decided that it
will: «Set up a privacy commission to assess the
position of privacy in Norway. This commission
will, inter alia, look at privacy in the justice
sector and how privacy can be safeguarded in
connection with the greater use of digital
solutions, including the rights of social media
users.» It also follows from the platform that
«The government presupposes that privacy is
enshrined in the Constitution, that everyone
has the right to privacy, and that the state has a
responsibility to ensure the protection of perso-
nal integrity. The pressure on privacy is intensi-
fying as a result of the increasing use of digital
solutions and the internet. The government
will establish strict requirements regarding the
secure storage and processing of personal data
from both private and public operators.»

It also follows from request decision 588
(2017-2018) that: «The Storting asks the
government to ensure that the mandate of the
Privacy Commission includes a special assign-
ment to assess the status of the privacy of chil-
dren and to propose measures to strengthen
this.»

In 2012, the EU began work on a new gene-
ral regulatory framework for the protection of
personal data, with the General Data Prote-
ction Regulation (GDPR) subsequently ente-
ring into force in EU Member States in May
2018. This Regulation was implemented in Nor-
way through the Personal Data Act on 15 June
2018. An important consideration in the new
privacy legislation is the harmonisation of
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legislation throughout the EEA, so that busi-
nesses are ensured a level playing field, regard-
less of which Member State they operate in. At
the same time, residents throughout the EEA
will enjoy the same strong privacy protection,
regardless of which Member State they live in.

In 2014, the Storting decided to strengthen
the protection of personal integrity by incorpo-
rating a provision concerning privacy in the
Constitution. The right to privacy also follows
from Article 8 of the European Convention on
Human Rights (ECHR) and the Council of
Europe’s Convention on Data Protection in
connection with electronic data processing of
personal data, ETS no. 108.

The challenges

Norway is a country with a high level of digital
maturity, both among the population in general
and in the business sector in particular.! Digita-
lisation is helping to improve welfare, increase
productivity and boost economic growth in vir-
tually every sector of society and industry. New
industries are being created, and the needs and
habits of consumers are changing rapidly. The
digitalisation of services means that far more
personal data about individual citizens is being
generated, registered and processed than ever
before. This is information about geographical
patterns of movement, contact networks,
health, finances, interests and other informa-
tion about the individual’s activities. The infor-
mation can be compiled and analysed. Profiles
can be built up about each individual, which in
turn can provide a lot of information about us.
Service providers with whom we do not feel we
have a close relationship can also analyse us in
this way, using information shared between
operators in the digital economy. This has
increased the pressure on privacy. However,
the introduction of the General Data Protection

OECD. (2019). Measuring the Digital Transformation.
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Regulation has also contributed to a significant
strengthening of privacy in many areas of
society.

Personal data collected as a result of the
greater use of digital services also offers uni-
que potential for analysis and service develop-
ment. Both public and private entities can
become more efficient and provide better ser-
vices. Where do those searching for informa-
tion about the flu vaccine or the treatment of
vomiting bugs live? Analyses of such searches
online can help the health authorities to under-
stand the population’s health situation both fas-
ter and better. Data traffic analyses are impor-
tant in enabling providers of electronic commu-
nication to plan the digital infrastructure on
which we depend. Based on the simultaneous
movements of many cars, each driver can get
recommendations on travel routes which were
previously impossible to get in realtime.
Transport companies can analyse travel pat-
terns in order to plan public transport capacity.
Financial institutions can also analyse their
customers’ shopping patterns and use of diffe-
rent means of payment to develop and improve
their services. Authorities can compile and use
data for the benefit of citizens. Personal data
can also be used for service development and
optimisation within individual entities, mea-
ning that it has significant market value.

The potential of and pressure on the
commercial use of personal data is considera-
ble. Services are offered without any user pay-
ment based on the resale of information about
users. The value of personal data may depend
on who is buying or selling and what the infor-
mation will be used for.

2.1 Reuse of data for control purposes,
including in the justice sector

The prevention, detection, investigation and
prosecution of crime is vital in states governed
by the rule of law. Crime is changing. The per-
petrators are using new methods, including
new technology. In much of the justice sector’s
work, the compilation and analysis of electro-
nic traces and other information about the acti-
vities of citizens is therefore both important
and useful. To facilitate this work, access is in
many cases given to disclose information, both
between bodies within the justice sector and
between the justice sector and the public admi-
nistration in general.
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While information sharing and analysis are
important for combating crime and preventing
abuse and encroachment on the legal sphere of
those who fall victim to crime, it may also mean
that personal data is used for purposes other
than those for which it was originally collected.
Such reuse of personal data has increased in
recent years.

Other areas of the public administration
and the private sector are also increasingly reu-
sing personal data for various control purposes.
Customs, taxes and insurance are examples of
this. Personal data is being reused in some con-
texts without the data subjects being made
aware of the relevant processing of personal
data. In some contexts, it is essential that such
processing is not publicly known if the purpose
is to be achieved, e.g. to uncover tax evasion or
insurance fraud.

2.2 Privacy in digital solutions

Both the public and private sectors are increas-
ingly using digital solutions. We submit tax
returns digitally and use Altinn for various
reports. We have road toll tags and electronic
tickets on buses, trains, boats and planes. We
use online banking and read newspapers digi-
tally. This, and many other tasks where digital
solutions are used, mean that we leave electro-
nic traces on a completely different scale than
in the case of paper-based solutions.

Public authorities are increasingly seeking
to compile information about citizens across
sectors in order to improve and streamline
their services. Services are being personalised
and automated. The technology enables infor-
mation to be analysed and used for research
purposes. This, in turn, is facilitating the
development of good public services. Yet pri-
vacy considerations must also be safeguarded.
The secondary use of personal data, e.g. for
research purposes, may have data protection
impacts. It is a question of the extent to which
the authorities can compile, analyse and reuse
information about individuals, without adver-
sely affecting the individual’s trust in the autho-
rities. It can be challenging for individuals to
obtain information and obtain an overview of
the processing of their own personal data. It is
important to create solutions that enable large
amounts of data to be used, while ensuring the
fewest possible privacy disadvantages for indi-
viduals.
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Digital services in the private sector also
require the processing of personal data to vary-
ing degrees. Some only process absolutely
essential information in order to be able to exe-
cute an agreement, while others collect data to
a far greater extent than is necessary to actu-
ally provide the service concerned. Everyday
life as a digital consumer increasingly involves
having to disclose personal data in order to par-
ticipate in society. The advantages and disad-
vantages of new technological solutions must
be balanced against each other in an appropri-
ate way. Yet Norwegian enterprises must also
be competitive in an international perspective.

The Report to the Storting on consumer
policy (Report to the Storting no. 25 (2018-
2019) «Consumer of the future — green, smart
and digital>>2), which was presented in summer
2019, identified a series of new consumer chal-
lenges in the digital world in which we live.
One of the challenges discussed in the report
concerns consumer rights, privacy and
security with regard to digital products and ser-
vices. Digital services collect large amounts of
personal data about consumers, which is rein-
forced by the development of connected produ-
cts in the Internet of Things. Companies use
this personal data for targeted marketing
aimed at consumers.

In 2015, the Norwegian Data Protection
Authority published the report entitled «Det
store datakapplepet> (The big data race).® In
2020, the Norwegian Consumer Council pre-
sented an analysis of the processing of perso-
nal data in the digital advertising industry.*
The reports describe the trading of person-
based analyses and the poor transparency and,
in particular, incomprehensibility of this. The
analyses are used to send us advertisements
and select news which is presented to us in
online newspapers and social media. The
advertising and selected news can influence
the choices that we make. The ability not only
to influence what we buy, but also — covertly —
to influence democratic processes is signifi-
cant. Covert influencing can challenge demo-
cracy. It is therefore necessary to increase our
insight into, and awareness of, how information

Report to the Storting no. 25 (2018-2019) Consumer of the
Suture — green, smart and digital. Ministry of Children and
Families.

Norwegian Data Protection Authority. (2015). Det store dat-
akapplopet.

Norwegian Consumer Council. (2020). Out of control.
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about us can be used to influence the choices
we make.

We use digital media for social contact on a
daily basis. In the 2016 report entitled «App-
fail», the Norwegian Consumer Council revie-
wed 20 apps to determine the extent to which
consumer and privacy rights were being safe-
guarded. The use of personal data by services
is more extensive than many people realise,
which makes it difficult to maintain control
over your own personal data. Information con-
cerning how consumers’ personal data is
processed is often hidden in long, complicated
and, in many cases, unbalanced, contractual
terms and conditions.

2.3 Special considerations concerning
children’s privacy

Article 104 of the Norwegian Constitution
gives children an individual right to protection
of their personal integrity. Article 16 of the Con-
vention on the Rights of the Child states that no
child shall be subjected to arbitrary or unlawful
interference with his or her privacy, family,
home or correspondence, nor to unlawful atta-
cks on his or her honour and reputation, and
the child has the right to the protection of the
law against such interference or attacks. The
Personal Data Act and the General Data Prote-
ction Regulation also set out special rules con-
cerning children, inter alia. Section 5 of the
Personal Data Act contains a special age limit
of 13 years for children’s consent to the use of
information society services.

Kindergartens and schools register and
store personal data about children and young
people. In addition to traditional information
such as general orderliness, conduct, grades
and development, data is collected when stu-
dents use new digital learning resources and in
connection with communication between the
school and the pupil’s parents or guardians.
This can challenge the privacy of children and
young people in a new way.

Half of the data breaches notified to the
Norwegian Data Protection Authority in 2019
regarding children occurred in the school
sector. Schools are using more and more types
of digital solutions. This is presenting a range
of challenges relating to privacy. Learning plat-
forms and tablets are a very useful resource in
a teaching context, but unnecessary data, such
as data concerning location and when
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homework is actually done, may also be
processed.

The use of «free» apps by schools for
teaching purposes means that others will gain
access to extensive information about the
pupils. In practice, neither the pupils themsel-
ves nor their parents/guardians have much
opportunity to influence the collection and
processing of personal data when using such
apps, and consent to the use of the app will not
necessarily be genuine.

Children are active users of social media.
They communicate independently on social
media from a relatively young age. The sharing
of photographs and video is a natural part of
the communication that takes place between
children. We know very little about the scope of
this or how its use affects children’s privacy.
Service providers that disseminate advertising
based on user information, sharing, choices
and preferences also target children. Such mar-
keting can be particularly challenging for chil-
dren and young people, who find it more diffi-
cult than adults to identify and understand
advertising. Therefore, the Marketing Control
Act also stipulates strict requirements regar-
ding advertising that is aimed at children. Stu-
dies of marketing aimed at children also show
that children® are exposed to direct marketing,
which can be regrettable. Furthermore, the
Norwegian Consumer Council has discovered
that internet-connected toys and products
aimed at children are able to «monitor» the
children who use them.

3. The assignment

Against this backdrop, the Commission will:

— Review the situation regarding privacy in
Norway and identify the key challenges and
developments.

— Review the public sector’s processing of
personal data for purposes other than that
for which the data was collected, and pre-
sent an assessment of the negative data pro-
tection impacts of this in relation to the
benefits.

Rosenberg, T. Grav., Steinnes, K. K., Storm-Mathisen, A.
(2018). Markedsforing og personvern i sosiale medier — en
flermetodisk undersokelse med barn som medforskere. Forb-
ruksforskingsinstituttet SIFO, OsloMet Steinnes, K.K., Tei-
gen, H.F. & Bugge, A.B. (2019). Photophop, fillers og falske
glansbilder? En studie blant ungdom om kjonn, kropp og
markedsforing i sosiale medier. Forbruksforskningsinsti-
tuttet SIFO, OsloMet.
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Consider the development of privacy in the
justice sector and determine the extent to
which the overall scope of measures crea-
tes challenges as regards privacy.

Review the genuine opportunities open to
consumers to safeguard their own privacy
when using digital solutions and services,
and assess whether industry standards,
labelling schemes and certification mecha-
nisms could be better used; see Chapter IV,
Section 5 of the General Data Protection
Regulation.

Examine the impacts of using social media
for the collection, analysis and further use
of personal data, and propose measures to
safeguard privacy, including the ability of
individual citizens to safeguard their own
privacy.

Review how children and young people’s
privacy is safeguarded in Norway, inclu-
ding the safeguarding of children’s privacy
in the kindergarten and school sectors and
the use of «free» apps by schools where
payments are made in the form of chil-
dren’s personal data. In its work, the
Commission must take into account the fol-
low-up to NOU 2019: 23 New Education Act.
Propose measures that enhance the digital
consumer competence of children and
young people, especially that relating to the
digital collection of personal data and mar-
keting in social media. The Commission
shall not propose measures that entail
changes to the Knowledge Promotion 2020
curriculum.

Review how extensive use of and exposure
in social media, including user-generated
content, affects the privacy of children and
young people and suggest possible measu-
res to improve privacy. The Commission
may, inter alia, map the data protection
impacts of profiling children and consider
possible regulations relating to the use of
personal data for direct marketing to chil-
dren, and examine the ability of children to
give consent within the area of privacy.
Discuss other topics that prove to be parti-
cularly relevant in order to provide a holis-
tic picture of the overall situation regarding
privacy. In its work, the Commission shall
also seek out information in our neighbou-
ring countries and give an account of rele-
vant measures that have been implemented
to safeguard privacy.»
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The Privacy Commission was originally due to sub-
mit its report in the form of an NOU to the Minis-
try of Local Government and Modernisation by 1
December 2021. In a letter from the Ministry of
Local Government and Modernisation dated 11
December 2020, the Commission was given an
extended deadline of 1 June 2022. To allow time
for proofreading and printing, the date for submis-
sion of the report was subsequently set to 26 Sep-
tember 2022.

2.2 ThePrivacy Commission’s
interpretation and delimitation of
the mandate

The Privacy Commission’s mandate is broad. It
has therefore been necessary to establish priori-
ties with regard to the issues that the Commission
should address in more detail. This has been done
on the basis of the Commission’s overall assess-
ment of the challenges in light of the existing
knowledge base. As a result, there are issues and
topics that the Commission has not discussed in
more detail.

The Privacy Commission has also delimited the
mandate in relation to other ongoing work and
processes. The Freedom of Expression Commis-
sion, the Expert Group for Digital Learning Analy-
sis and the Media Harmfulness Committee have
all worked in parallel with the Privacy Commission
to some extent. During the course of its work, the
Privacy Commission has been in dialogue and had
meetings with these committees.

The Commission has considered challenges
relating to privacy in the four main areas outlined
in the mandate: the public sector/administration,
the justice sector, the school and kindergarten
sector, and the consumer sector.

The Commission based its work on key driving
forces and developments that impact privacy, with
an emphasis on technology, regulations and gen-
eral societal characteristics. The Commission has
discussed privacy as a fundamental human right
and assessed privacy as an essential right for indi-
viduals, an important collective societal value, and
a prerequisite for a well-functioning democracy
and the rule of law.

The mandate highlights issues relating to the
public sector’s re-use of personal data and the pro-
cessing of personal data for purposes other than
that for which the data was collected. The
Commission emphasises these challenges, but
also notes other challenges, and has therefore
opted to take a broader look at the status of pri-
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vacy in the public sector, including expertise and
legislative work. Throughout the report, the
Privacy Commission will use the term further
processing to refer to the use of personal data for
purposes other than that for which the data was
collected. Such further processing may be either
compatible or incompatible with the purpose of
collection; see Article 6 (4) of the General Data
Protection Regulation.

The Commission has delimited the report’s
chapter on the justice sector so as to exclude sec-
tors such as the security industry and the Norwe-
gian Customs Service. Processing of personal
data and examples from these areas are only used
where they shed light on the situation. The princi-
pal discussion presented in the chapter relates to
the police. It has not been possible to go into all
the different issues relating to specific police
tasks, and the Commission therefore discusses
topical issues at an aggregated level.

The mandate emphasises children in a num-
ber of the points. For this reason, the Privacy
Commission wished to involve children in the
work of the Commission and hear their opinions.
In order to include children’s perspectives on pri-
vacy in the report, the Commission decided to
commission an external study where children
were interviewed about their thoughts and knowl-
edge concerning the topic.

The Commission believes that the involvement
of children in the report has strengthened the
knowledge base and given the Commission a bet-
ter insight into the measures that will be both rele-
vant and effective for this target group. In addi-
tion, the Commission believes that it is important
that children can have a greater influence over
societal development within the area of privacy.

The Commission has opted not to separate out
children’s privacy as a separate chapter, and has
instead considered the topic in Chapter 4 on legal
regulation, Chapter 8 on privacy in schools and
kindergartens, and Chapter 9 on children as con-
sumers and in familial relationships.

The mandate states that the Privacy Commis-
sion is tasked with mapping the protection of chil-
dren’s privacy in the school and kindergarten sec-
tor. The Commission has limited the scope of this
mapping to the work of the Expert Committee on
Digital Learning Analysis, and has therefore not
discussed the use of digital learning analysis
tools.

The mandate notes that the Commission is to
look at the genuine scope that consumers have
open to them to safeguard their own privacy when
using digital solutions and services. Through its
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work, the Commission has concluded that con-
sumers today have very limited opportunities to
safeguard their own privacy because of the con-
siderable scope of practices by commercial opera-
tors which invade the privacy of consumers. The
Commission has therefore opted to discuss how
consumer privacy is being put under pressure,
and how this development can be counteracted
through legislation, enforcement and altered prac-
tices among commercial enterprises.

The mandate states that the Commission must
also discuss other topics that are particularly rele-
vant to the overall situation regarding privacy.
Practical measures to protect and promote privacy
require an effective and applicable regulatory
framework, as well as robust enforcement and
guidance mechanisms. The Commission has
therefore opted to discuss the national discretion
as regards legislation relating to privacy, and
assessed the scope and role of the Norwegian
Data Protection Authority as a supervisory and
guiding authority.

In the view of the Privacy Commission, trans-
parency and the practical application of rights are
cornerstones for the safeguarding of privacy.
Therefore, the Commission has discussed how
technology can be used to promote privacy, con-
sidered measures to promote transparency, and
discussed the ability of individuals to exercise
their rights.

2.3 Composition of the Commission

The Commission was as composed as follows:

— John Arne Moen, CEO, Steinkjer (Chair)

— Ingvild Nass, Chief Privacy and Data Trends
Officer, Oslo (Deputy Chair)

— Tor-Aksel Busch, retired Attorney General,
Askim

— Trine Skei Grande, Director of Sustainability,
Oslo

— Trude Haugli, Professor of Law, Tromse

— Haakon Hertzberg, Deputy Director General,
Drammen

— Marianne Hoyer, Board Chair, Trondheim

— Finn Liitzow-Holm Myrstad, Senior Adviser,
Oslo

— Toril Nag, CEO, Sandnes

— Jill Walker Rettberg, Professor of Digital
Culture, Bergen .

— Helge Veum, Business Manager, Alesund

— Dag Wiese Schartum, Professor of
Management Informatics, Oslo
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— 0Oddhild Aasberg, Senior Legal Advisor,
Brenneysund.

— Brita Ytre-Arne, Professor of Media Studies,
Bergen

— Jill Rettberg, resigned as a Commission
member on 15 March 2021.

— Brita Ytre-Arne took up her position as
Commission member on 13 June 2021.

— The Commission’s secretariat has been placed
under the Ministry of Local Government and
Regional Development, with the following
secretariat members:

— Hege B. Saeveraas, Senior Adviser (Head of
Secretariat from June 2020 to November 2020
and December 2021 to January 2022)

— Dana Irina Jaedicke, Senior Adviser (Head of
Secretariat from December 2020 to November
2021)

— Catharina Nes, Director (Head of Secretariat
from January 2022 inclusive)

— Janne Loen Kummeneje, Adviser

— Christiane Engelmann Helgar, Adviser (from
January 2021 to March 2022)

— Ailo Krogh Ravna, Senior Advisor (from
February 2022 inclusive)

2.4 The work of the Commission

The first plenary session of the Privacy Commis-
sion took place on 30 September 2020. The
Commission has held a total of 18 plenary meet-
ings, including 12 two-day meetings. During the
first plenary meeting, the Commission decided to
split into three working groups, each responsible
for different aspects of the mandate. The groups
have held separate meetings throughout the
Commission’s work. The Privacy Commission con-
cluded its work on 18 July 2022. The report has
not been updated with any regulatory changes or
other circumstances of relevance which occurred
after this date.

The Commission’s website (Www.personvern-
kommisjon.no) has been live since May 2021 and,
among other things, includes a presentation of the
members of the Privacy Commission, a public rela-
tions page, as well as a page on which documents
published by the Commission are made available
to the public. In addition, the Commission has held
several input seminars. These input seminars
were recorded and published on the website. The
members of the Privacy Commission have also
given talks and lectures. The Commission mem-
bers and the secretariat have participated in con-
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work.

The Commission have held a total of three
input seminars on privacy in schools, technologi-

cal trends and privacy in the municipal sector.

The following people, organisations and busi-

nesses spoke at the input seminars:

Privacy in schools

Edvard Botterli Udnees, Leader of the Student
Organisation

Asle Sandnes, Senior Adviser, Parents’
Committee (FUG)

Kjersti Botnan Larsen, Senior Adviser,
Ombudsman for Children

Sara Eline Grenvold, Special Adviser, Save the
Children

Line Gaare Paulsen, Director of Competence
and Public Affairs, ICT Norway

Simen Sommerfeldt, CTO Bouvet @st, Bouvet
Norge

Technological trends

Tore Tennwe, Director, Norwegian Board of
Technology

@yvind Husby, CEO, ICT Norway

Simen Sommerfeldt, CTO Bouvet Ust, Bouvet
Norge

Erik Lehne, Managing Partner, Gartner

Privacy in the municipal sector

Morten Haug Freyen, Data Protection Officer,
City of Oslo

Arnstein Eek, Data Protection Officer, Utsira
Municipality

Connie Bjerseth, Data Protection Officer for
the municipalities of Stor-Elvdal, Amot, Trysil
and Engerdal

Inger Cock-Olsen, Data Protection Officer,
Ostre Toten Municipality

Harald Torbjernsen, Foreningen kommunal
informasjonssikkerhet (KINS)

Jan Sandtre, Lawyer

The Commission has invited professionals to open the
Commission’s meetings. These were:

Adele Matheson Mestad, Director of the
Norwegian National Human Rights Institution
Inga Bejer Engh, Ombudsman for Children,
and Kjersti Botnan Larsen, Senior Adviser,
Ombudsman for Children
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Elisabeth Staksrud, Professor, Department of
Media and Communication, University of Oslo
Kristinn Hegna, Professor, Department of
Education, University of Oslo

Leif Ole Topnes, Assistant Chief Constable and
Head, Joint Unit for Immigration and Public
Administration (FUF), Norwegian National
Criminal Investigation Service (Kripos)

Rune Reitan, Superintendent, Department of
Joint Operational Services, Norwegian
National Criminal Investigation Service
(Kripos)

Merethe Smith, Secretary General, and Marius
Dietrichson, Lawyer, Norwegian Bar
Association

Bjern Erik Thon, Director-General, Norwegian
Data Protection Authority

Asmund Mehle, Adviser and CTO Bouvet Ost,
Bouvet Norge

Anders Lund, Head of Section, Sigrid Lian,
Adviser and Aksel Morris Bjerne, Adviser, Sikt
— Norwegian Agency for Shared Services in
Education and Research

Kristine Meek, Director of Communication,
Advisory Services and Analysis and Thea Grav
Rosenberg, Senior Advisor, Critical Media
Understanding, Norwegian Media Authority
Asbjorn Tolo, Senior Adviser, Parents’
Committee (FUG)

Christian Serbye Larsen, Project Manager
SkoleSec, Lene Karin Wiberg, Special Advisor,
Steinar Hjelset, Project Employee SkoleSec
and Asbjorn Finstad, Deputy Director General,
Strategic ICT and Digitalisation, SkoleSec,
Norwegian Association of Local and Regional
Authorities (KS)

Runar Karlsen, Sector Director for Security
and Emergency Preparedness, NHO Service
Mona Naomi Lintvedt, PhD student,
Norwegian Research Center for Computers
and Law, University of Oslo

Hakon Hukkelés, PhD student, Norwegian
University of Science and Technology (NTNU)
Tone Bringedal, Senior Advisor and Siri
Eriksen, Norwegian Resource Centre for
Sharing and Use of Data

Fredrik Borgesius, Professor, University of
Radboud, The Netherlands

Sylvia Peters, Senior Adviser, Ministry of
Justice and Public Security

Christoph Lutz, Associate Professor, BI
Norwegian Business School

Mareille Kaufmann, Professor, Department of
Criminology and Sociology of Law, University
of Oslo
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- Kjersti Loken Stavrum, Manager and Ivar
Anders Iversen, Head of the Secretariat,
Freedom of Expression Commission

— Marte Blikstad-Balas, Manager, Eirin Oda
Lauvset, Hilde Hultin and Malcolm Langford,
Committee members, Expert Committee for
Digital Learning Analysis

— Anja Salzmann, PhD student at the
Department of Information Science and Media
Studies, University of Bergen

— Janicke Weum, Head of Analysis and
Evaluation, Christine Hafskjold, Senior Adviser
and Kristine Regine Buestad Asmaro, Senior
Adviser from the Ministry of Local
Government and Regional Development

— Aasta Margrethe Hetland, Senior Adviser,
Norwegian Directorate of eHealth

— Nils Henrik Heen, General Counsel, Finance
Norway

— Dag Hareide, author

— Hilde Nagell, Advisor, Agenda (think tank)

— Baér Stenvik, author

— Gisle Hannemyr, Researcher, Department of
Informatics, University of Oslo

— Camilla Nervik, Head of Section, and Charlotte
Bayegan, Senior Adviser, Norwegian Data
Protection Authority

— Suhail Mushtaq, Technical Manager,
Norwegian Association of Local and Regional
Authorities (KS)

— Fredrik Andersen, Manager and Ida Dahl,
Head of Product, Neddy

— Mari Hersoug Nedberg, Head of Privacy
Section, Norwegian National Criminal
Investigation Service (Kripos)

The Commission has also received oral and written
input concerning the work from:

— Department of National IT Policy and Public
Governance, Ministry of Local Government
and Regional Development

— Change Factory

— Norwegian Data Protection Authority

— Norwegian Board of Technology

— Norsk Lektorlag (Norwegian Association of
Lecturers)

— Norwegian Police Directorate

— Kristian Bergem, Deputy Director General of
Digital Common Solutions, Norwegian Direc-
torate for Education and Training

— Norwegian Directorate for Children, Youth
and Family Affairs

— Norwegian Customs Service
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— Norwegian Public Roads Administration

— Norwegian State Educational Loan Fund

— Norwegian Directorate of Health

— Norwegian Institute for Adult Learning (Kom-
petanse Norge)

— Norwegian Institute of Public Health (FHI)

— Norwegian System of Patient Injury Compen-
sation

— Norwegian Agency for Quality Assurance in
Education (NOKUT)

— Norwegian Digitalisation Agency

- KINS

— Norwegian Labour and Welfare Administration
(NAV)

— Norwegian Directorate of Immigration

— Ola Kristian Hoff, Secretary, Media Harmful-
ness Committee

The Commission would like to thank all the con-
tributors.

The work during the COVID-19 pandemic

The work of the Commission has been affected by
the COVID-19 pandemic. As a result of the pan-
demic, many meetings have been held digitally.
The Commission and the Secretariat have put con-
siderable effort into maintaining progress and
good cooperation in challenging times. The vari-
ous restrictions have also meant that the Commis-
sion was not permitted to carry out a planned
study trip abroad.

The Commission has invited both external
researchers and professionals, as well as the com-
mittee members, to speak on various topics.

External reports

The Commission has commissioned six external

reports:

«Barns samtykkekompetanse pa personvern-

feltet» (Children’s competence to give consent

in the privacy field), Ingvild Sciell Ericson

(available as a digital attachment to the Com-

mission’s report)

- «Kravet til klar lovhjemmel for forvaltningens
innhenting av kontrollopplysninger og bruk av
profilering» (The requirement for a clear legal
basis for the public administration’s collection
of control information and use of profiling),
Mona Naomi Lintvedt (available as a digital
attachment to the Commission’s report)

— «Emerging technologies that can act on human
body,» Gartner.
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«Intervjuer med barn og unge om personvern»
(Interviews with children and young people
concerning privacy), Christian Falch.

«Informasjonsteknologi og personvern. Utvik-
lingstrekk og forslag» (Information technology

and privacy. Development trends and propos-
als), Gisle Hannemyr

«Personopplysninger i skolen» (Personal data
in schools), Norwegian Association of Local
and Regional Authorities (KS)
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Chapter 5
The technological landscape that affects privacy

Summary of the Norwegian Privacy
Commission’s recommendations

The Privacy Commission supports a ban on the
use of remote biometric identification in public
spaces. The Norwegian authorities should
work internationally, particularly in relation to
the EU, to implement a ban.

— The Privacy Commission believes it is crucial

that Norwegian politicians have a basic under-
standing of technology, but without becoming
bogged down in a technology-deterministic
approach, where fundamental principles and
rights must cede priority in the service of tech-
nology.

— The Privacy Commission believes that it should

be a fundamental societal principle that the
introduction of intrusive technology does not

take place without an evaluation of the prob-
lems that are actually to be solved and a thor-
ough prior assessment of whether there are
less intrusive ways of achieving the goal.

The Privacy Commission believes that the intro-
duction and use of new technology in society
that could have significant implications as
regards privacy must be the subject of public
debate. This is especially true if the authorities
wish to use potentially intrusive technology.

— The Privacy Commission believes that the pre-

cautionary principle should be applied before
consideration is given to the introduction of
technology that entails a particularly high risk
to privacy, such as remote biometric identifica-
tion in public spaces.
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Chapter 6
Privacy in the digital public administration

Summary of the Norwegian Privacy
Commission’s recommendations

Holistic approach to privacy in the public
administration

The Privacy Commission believes that the
Storting should be afforded greater influence
with regard to the digitalisation of the public
administration and the impacts that this has on
the privacy of citizens. The involvement of the
Storting will, inter alia, help to shed more light
on decisions and garner broader support.

The Privacy Commission believes that meas-
ures which have a major impact on the privacy
of citizens should have a legal basis, rather
than be laid down in regulations. This will give
the Storting the opportunity to obtain an over-
view of the public administration’s processing
of personal data.

The Privacy Commission believes that the pub-
lic administration has a special responsibility to
safeguard the public’s trust. This will require a
thorough assessment of whether or not the
purpose of the further processing of citizens’
personal data is compatible with the purpose
for which the data was originally collected, and
how intrusive the further processing is. These
assessments should be made public.

The Privacy Commission recommends that the
government draw up a comprehensive privacy
policy for the public administration. This pri-
vacy policy must be viewed in the context of the
digitalisation policy and set out guidelines for
how the public administration should make
principled assessments of privacy and ensure
that the privacy of citizens is safeguarded in the
solutions that are developed. In the privacy pol-
icy, the government should pay particular
attention to the data protection impacts of more
extensive sharing and further processing of
personal data, and how these should be
assessed in relation to other important consid-
erations, such as efficiency and the rule of law.

The Privacy Commission recommends that,
every year, the government should present a
report on privacy policy to the Storting, rooted
in current data protection policy.

The Privacy Commission believes there is a
need for an independent advisory body for the
public administration, which will specifically
assess and discuss fundamental and general
issues relating to the use of personal data
within the public administration, including
societal and ethical issues.

Drafting of statutory provisions

The Privacy Commission believes that the
assessment of data protection impacts in legis-
lative processes should include an assessment
of whether existing regulations are sufficient
and whether use should be made of the
national discretion provided for in the General
Data Protection Regulation. National provi-
sions can provide clearer and more compre-
hensive rules, and thus greater predictability
for citizens. It will also provide a better basis for
assessing the lawfulness of specific types of
processing of personal data.

The Privacy Commission recommends that the
government consider whether the duty to con-
sult pursuant to the General Data Protection
Regulation is being adequately complied with.
Such an assessment should also include an
assessment of how the duty to provide advice
can be formulated so as not to delay legislative
processes and cause a disproportionately large
resource burden for the Norwegian Data Pro-
tection Authority. These assessments should
be made as part of the development of a privacy
policy.

The Privacy Commission recommends that the
public administration publish assessments of
data protection impacts in connection with leg-
islative and regulatory processes.

The Privacy Commission believes that it is nec-
essary to establish a clear and applicable guide
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for assessing data protection impacts in legisla-
tive and regulatory processes. The guidelines
should enable the competent ministry to high-
light both the data protection impacts of the
measure that is being introduced in isolation,
and the overall data protection impacts of dif-
ferent measures that are already in place in the
area concerned.

— The Privacy Commission believes that the
guide on legislative drafting and pre-legislative
processes («lovteknikkheftet») should be
updated.

— The Privacy Commission recommends that the
public administration strengthens the privacy
competence of managers, executive officers
and other employees who need such expertise.
In the work relating to regulatory develop-
ment, requirements should be established for
competence relating to privacy in the working
group. A knowledge of privacy and data protec-
tion should be included in the mandatory basic
training for newly appointed executive officers,
in the same way as training concerning the
Public Administration Act and the Freedom of
Information Act already is.

Sharing of personal data between administrative
bodies

— The Privacy Commission recommends that the
division of responsibility should be established
by law or regulations in cases to a greater
extent where the sharing of personal data
forms part of a wider collaboration between
administrative bodies, and where ambiguity
could lead to serious data protection impacts.

— The Privacy Commission believes that stand-
ards for sharing personal data must be drawn
up and developed further. This will facilitate
collaborate and help to raise the level of profes-
sional quality and ensure the efficient use of
resources.

— The Privacy Commission recommends that the
government investigate whether a consent-
based implementation of the «once only» prin-
ciple could alleviate some of the privacy-related
drawbacks that arise from the sharing of per-
sonal data between government agencies.

— The Privacy Commission recommends that the
Ministry of Local Government and Regional
Development follow up the Norwegian Digital-
isation Agency’s report concerning access and
control of how personal data is processed by
government agencies in the work to facilitate

the safeguarding of citizens’ rights in the public
administration.

Use of artificial intelligence

The Privacy Commission believes that legal
regulation of the use of artificial intelligence
should be aimed at counteracting the power
imbalance between the public administration
and citizens. With greater intrusion comes a
need to impose greater demands as regards
transparency and other due process mecha-
nisms.

The Privacy Commission believes that the use
of machine learning systems within the public
administration should require human rights
assessments in cases where the systems could
have a significant impact on the lives of citi-
zens.

Profiling for control purposes

The Privacy Commission believes that profiling
to uncover illegalities should always be seen as
an intrusive process which requires a sound
legal basis, partly because there is always a
risk of slippage from decision support to deci-
sion. The intervention must be proportionate
given the purpose that is to be achieved and
expressed in clear and predictable legal rules.
The Privacy Commission believes that the pub-
lic administration should apply the precaution-
ary principle in connection with the use of pro-
filing for control purposes. Extensive or dispro-
portionate use of profiling for control purposes
can have serious negative effects for both indi-
viduals and society at large.

Public operators and major technology companies

The Privacy Commission believes that govern-
ment agencies must carry out thorough
assessments of whether or not they should use
social media to disseminate information and
communicate with citizens. Social media
should not be used in connection with specific
individual case processing.

The Privacy Commission believes that it is
important that both privacy and data/strategic
assessments are made whenever the public
sector uses services provided by major tech-
nology companies. As the issues are often the
same, the public administration should cooper-
ate across sectors and levels to ensure that a
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high level of professional quality is maintained
and resources are used effectively.

— The Privacy Commission believes that the pub-

lic administration must make information avail-
able to citizens via digital solutions where per-
sonal data is collected and used by commercial
operators for commercial purposes, e.g. in
order to build and enrich profiles or share with
third parties.

given clearer recommendations (or a «code»)
for management activities, and basic levels of
security measures and privacy measures that
they can use as a starting point when managing
risks relating to their tasks and services.

— The Privacy Commission recommends that the

government give priority to the «Common
security in the public administration» (Felles
sikkerhet i forvaltningen) measure as a cen-
trally funded measure. Central government
agencies with adjacent areas of responsibility

Information security are given missions in letters of allocation con-

— The Privacy Commission believes that the enti- cerning contributions to this work.

ties within the public administration must be
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Chapter 7
Privacy in the justice sector

Summary of the Norwegian Privacy
Commission’s recommendations

Processing responsibility in the correctional services

The Privacy Commission is of the opinion that,
in its work relating to the new Execution of
Sentences Act, the Ministry of Justice and Pub-
lic Security should clarify the responsibility for
processing within the correctional services
and delegate responsibility to the entities that
actually perform the processing of personal
data.

International cooperation

The Privacy Commission believes that the find-
ings uncovered by EDPS, i.e. that EUROPOL
receives large quantities of personal data from
the police forces of the member countries,
must be followed up by the Norwegian author-
ities to ensure that the privacy of Norwegian
citizens is safeguarded whenever the police
transfer information to EUROPOL. The Com-
mission assumes that similar issues may exist
in other contexts where information is
exchanged between law enforcement agencies,
e.g. between Norway and INTERPOL, and that
this must also be followed up.

Data protection impact assessments in legislative
processes

The Privacy Commission believes that the min-
istries should consult with the Norwegian Data
Protection Authority to a greater extent in con-
nection with legislative and regulatory pro-
cesses to ensure that data protection impacts
are adequately discussed. A thorough assess-
ment of the data protection impact in legislative
processes is a prerequisite for democratic con-
trol.

The Privacy Commission believes that the gov-
ernment must allocate funding for research

into the societal impacts of surveillance meas-
ures in the justice sector. This represents
important knowledge in order to be able to
make overarching assessments in connection
with the introduction of legislative changes.

Data protection impact assessments in the exercising
of authority

— The Privacy Commission believes that the Min-

istry of Justice and Public Security must con-
sider whether all the provisions of the Law
Enforcement Directive should be implemented
in the Police Databases Act. Harmonising the
law with the directive would provide clearer
guidelines regarding data protection assess-
ments and make it easier for officials to apply
the law.

— The Privacy Commission believes that the use

of open sources on the internet can create spe-
cial challenges relating to privacy. Among
other things, the Commission is concerned
about the chilling effects that may arise as a
result of the justice sector’s use of open
sources online, and this perspective must be
given emphasis when drawing up internal
instructions and the like.

— The Privacy Commission believes that if meas-

ures are initiated that entail the mass collection
of personal data for specified purposes, it is
important that data separation methods are fol-
lowed to ensure that the data is only used for
purposes deemed necessary by the legislature.

— The Privacy Commission believes that senior

police officers must have a high level of aware-
ness of the risk of slippage of purpose, and that
the risk of such slippage is reduced through
the establishment of appropriate procedures
and technical measures. An important meas-
ure in this context is the building of a sound
culture surrounding privacy. This is a manage-
rial responsibility.
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Transparency

The Privacy Commission recommends that a
committee be appointed to study the use of
methods in the justice sector. The committee
should particularly consider the data protec-
tion impacts of policing methods, especially in
relation to the principles of purpose and pro-
portionality. This work presupposes that the
committee has access to the necessary infor-
mation concerning the use of intrusive meth-
ods and covert coercive measures. This is
important both as a trust-preserving measure
and in order to initiate an open and democratic
debate regarding where the line should be
drawn between privacy and crime fighting and
prevention.

Judicial oversight

The Privacy Commission believes that consid-
eration should be given to whether or not the
current judicial oversight of police measures
should be expanded to cover more measures
than as is currently the case. The Commission
also emphasises the importance of formulating
provisions which authorise various coercive
measures in such a way as to facilitate effective
and genuine judicial oversight.

The Privacy Commission believes that an
addendum to Section 170a of the Criminal Pro-
cedure Act should be implemented to ensure
that an assessment is carried out which con-
cludes that the combined use of various inves-
tigative methods does not constitute a dispro-
portionate intervention. In such an addendum,
it should be emphasised that privacy consider-
ations shall be afforded weight in the assess-
ment.

Specific issues relating to the use of new technology

The Privacy Commission believes that transpar-
ency and opportunities for control in connec-
tion with procurements in the justice sector are
crucial. In connection with the procurement of
potentially intrusive tools, data protection
assessments must be a pivotal factor in any
decisions that are made.

The Privacy Commission believes that special
consideration should be given to verifiability
and safeguarding of the rights of individuals
when machine learning systems are used in
the justice sector. In order for such methods to
be adopted in Norway, they must also be
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explainable to anyone who is using the technol-
ogy, and risk assessments and the requisite
technical documentation must be made availa-
ble in line with the proposed Regulation on arti-
ficial intelligence.

— The Privacy Commission recommends a gen-

eral ban on the use of facial recognition and
other remote biometric identification in public
spaces. Although such a ban would obviously
limit the scope for solving certain forms of
crime, the Commission believes that the tech-
nology is so intrusive that it would be difficult
to reconcile it with fundamental rights and soci-
etal values.

The Privacy Commission believes that,
although it is important that the police are
given what they need to tackle serious crime,
this should be done with the least possible
interference in the opportunities for free and
secure communication. Reasonable grounds
for suspicion and requirements regarding a
clear and unequivocal legal basis and judicial
oversight in connection with intervention must
remain unchanged.

Competencies
— The Privacy Commission does not believe that

the police have afforded sufficient weight to
raising awareness of privacy among employ-
ees. Competence and culture relating to pri-
vacy must be anchored among senior police
officers. Resources must also be dedicated to
enabling data protection officers to facilitate
skills upgrading within the organisation.

— The Privacy Commission believes that police

officers should be given more thorough train-
ing in privacy than is the case at present. The
need for this is particularly great in connection
with the use of ICT systems in day-to-day police
operations, in connection with privacy and
human rights assessments when collecting and
disclosing personal data, and with regard to
cooperation with other public or private enti-
ties.

— The Privacy Commission believes that the level

of competence with regard to privacy among
the digital policing units (DPA units) in the
police districts should be raised, so that all
operational decisions relating to the electronic
processing of personal data are taken within
the existing legal framework regarding privacy
and following a robust risk assessment. The
collaboration between the DPA units and data
protection advisers and data protection officers
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within the police force must be clarified and
incorporated in a more uniform way, ideally
through national guidelines.

The Privacy Commission believes that teaching
concerning privacy at the Norwegian Police
University College must be strengthened. The
Police University College plays an important
role in building up an understanding at the
training stage regarding the importance of pri-
vacy in the day-to-day work of the police force.

Systems and tools to protect privacy

The Privacy Commission believes that the Nor-
wegian authorities should collate experience
from other countries concerning schemes for
filtering out surplus information in connection
with the seizure of digital storage devices, and
consider establishing a similar scheme. Pri-
vacy considerations must always be weighed
against the need to solve crime, where dynamic
investigations do not always initially have a
complete overview of the type of information
that could subsequently prove to be important
as evidence.

The Privacy Commission believes that the Min-
istry of Justice and Public Security should
establish a collaboration platform for docu-
ment disclosure in the justice sector. This plat-
form should be developed with privacy and
security in mind, and should, among other
things, include provision to limit downloading
and logging functions with the aim of reducing
the improper reuse of documents.

Your privacy — our shared responsibility

The Privacy Commission believes that the Min-
istry of Justice and Public Security should
establish a standard for ICT security and invest
more heavily in the future in connection with
ordering/stipulation of requirements and the
development of solutions that satisfy the
requirements regarding data protection by
design.

Supervision and control

The Privacy Commission believes that the Nor-
wegian Data Protection Authority and the
police should keep statistics on the number of
people who exercise their right to complain
about the processing of personal data by the
police every year. The publication of such sta-
tistics could help to raise awareness of the right
to complain.

— The Privacy Commission recommends that the

proposed committee to be tasked with assess-
ing the privacy implications of the methods
used by the police also be asked to consider
whether the mandate of the Communications
Control Committee (Kommunikasjonskontrol-
lutvalget) should be expanded to include con-
trols on policing methods other than communi-
cation control, bugging and data extraction.
Strengthening of the Communications Control
Committee will be an important supplement to
other legal safeguards, such as data protection
impact assessments and judicial oversight.
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Chapter 8
Privacy in schools and kindergartens

Summary of the Norwegian Privacy
Commission’s recommendations

National guidelines

The Privacy Commission believes that a com-
prehensive and proactive national privacy pol-
icy must be established in the school and kin-
dergarten sector. The Commission believes
that the national privacy policy for kindergar-
tens and schools must:

» enable municipalities, schools and kinder-
gartens to make use of digital services and
learning tools in a way that safeguards the
privacy of children and young people;

» ensure that the right of children to an edu-
cation and the protection of their personal
data are safeguarded, while at the same
time preserving municipal autonomy and
the freedom to choose teaching methods in
schools and kindergartens;

« set out clear requirements regarding the
quality of digital services, including with
regard to privacy;

» contain and specify a requirement that sup-
pliers of services to the school and kinder-
garten sector are not permitted to use busi-
ness models that profit commercially from
children’s personal data. In practice, this
means that it is not acceptable to use suppli-
ers who reserve the right to use data rela-
ting to children and young people for
commercial purposes, particularly marke-
ting activities.

 identify measures that emerge from the
work of the Expert Committee that has
been appointed to look at privacy-related
challenges concerning the use of learning
analytics.

The Privacy Commission believes that there is

a strong need for a national service catalogue.

Such a catalogue could be an important initia-

tive to ensure that school owners are able to

choose services that are not only functional,
but also safeguard privacy in a satisfactory

manner. It must be ensured that the service
catalogue sets out clear and verifiable require-
ments regarding privacy and information secu-
rity. The service catalogue should provide an
overview of learning materials where risk and
vulnerability analyses and data protection
impact assessments have been carried out. A
well-functioning service catalogue will require
continuous changes and updates, as digital ser-
vices can change continuously.

— The Privacy Commission believes that govern-

ment agencies must take the initiative to
develop a privacy standard for the school and
kindergarten sector. A privacy standard could
help to put municipalities in a better position to
fulfil their responsibilities regarding process-
ing and ensure the more comprehensive and
reconciled safeguarding of children’s privacy
in kindergartens and primary schools. A stand-
ard could also help to simplify municipal pro-
curement processes by stipulating require-
ments that suppliers must comply with and will
be familiar with.

Competence and resources

— The Privacy Commission believes that it is cru-

cial for the privacy of children in schools and
kindergartens that municipalities are allocated
sufficient resources to safeguard privacy and,
as part of this, given access to resources with
basic competence regarding technology. This
is a prerequisite for being able to make appro-
priate assessments and safeguard privacy on
an ongoing basis.

— The Privacy Commission therefore recom-

mends that a multidisciplinary national testing
and expert environment be established, or fur-
ther developed in the case of existing struc-
tures, which performs the following functions:
o Expert enviromment that coordinates and
develops tools and templates that enable
municipalities to conduct risk assessments
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and data protection impact assessments,
and establish effective internal controls.

o Testing of digital solutions to be used in
schools and kindergartens. The outcome of
the testing of the solutions should be
communicated to those responsible for the
national service catalogue.

e Negotiation management and support to
municipalities involved in negotiations with
platform suppliers. This will strengthen the
bargaining power of municipalities by
making it easier to stipulate the necessary
requirements for the services.

Procedures and guidance

The Privacy Commission believes that munici-
palities must to a greater extent ensure adapted
procedures and guidance for school manage-
ment and teachers. Among other things, guide-
lines should be drawn up which clarify roles
and responsibilities relating to the procure-
ment and use of new digital learning tools.
The Privacy Commission believes that the Nor-
wegian Directorate for Education and Training
should to a greater extent assist and enable
municipalities to fulfil their responsibilities
regarding processing in accordance with the
privacy regulations. Among other things, this
will mean that the municipalities will receive
assistance in establishing the necessary and
adapted procedures and guidance.

The Privacy Commission believes that it is
important that the municipalities have proce-
dures in place which ensure that children’s pri-
vacy is safeguarded when digital tools are used
outside school property. Among other things,
this means clarifying any limitations in the
school’s responsibilities, and drawing up guide-
lines regarding how parents can help to safe-
guard their children’s privacy in connection
with the use of digital tools outside school prop-
erty. Finally, the municipalities should regu-
larly follow up and assess whether established
measures and procedures are adequate at all
times.

The Privacy Commission believes that it is
important that municipalities have procedures
and guidelines in place which ensure that
teachers and other staff at the school do not
use information that has been collected and
stored on pupils’ digital devices for control pur-
poses. Municipalities must also establish pro-
cedures which ensure that pupils and parents

Your privacy — our shared responsibility

are kept informed about what information is
being collected and what it is being used for.
The Privacy Commission believes that there
will be synergies to be gained for the munici-
palities if they work with other municipalities
concerning the preparation of guideline proce-
dures.

As part of its efforts to strengthen internal con-
trols in the school and kindergarten sector, the
Privacy Commission believes that school and
kindergarten teachers must be given better
training as regards privacy and the purposes
behind the data protection regulations.

Use of pupils’ personal data for commercial purposes

The Privacy Commission believes that the gov-
ernment must initiate a broad study concern-
ing digital tools which are in use in schools and
how they impact on children’s privacy. Such a
study should cover all types of teaching aids
and other methods and tools used in a teaching
context. Such a study should examine the
opportunities for surveillance that these tools
offer, the knowledge that can be extracted from
the information that has been collected and
stored, and how this knowledge is being used
for the benefit of pupils and educational institu-
tions. Furthermore, a review should be con-
ducted to determine how the personal data that
is collected is being further processed for dif-
ferent purposes. The Commission believes that
it is essential to also consider this from a data
strategy perspective. Data concerning the
learning patterns of Norwegian pupils is strate-
gically important and cannot be handed over to
commercial operators for further use, or in
ways which means that Norway itself actually
becomes dependent on such operators.

The Privacy Commission believes that ad block-
ing tools or other measures on pupils’ devices
should be considered as a measure for reduc-
ing pupils’ exposure to advertising. This could
also help to reduce the tracking of pupils’ digi-
tal activity for commercial purposes.

Procurement and negotiations

The Privacy Commission believes that procure-
ment and negotiations, especially from the
major platform providers, should be profes-
sionalised and centralised. Government agen-
cies and/or the Norwegian Association of
Local and Regional Authorities (KS) should
actively assist municipalities in negotiations



Official Norwegian Reports NOU 2022: 11 35

Your privacy — our shared responsibility

with platform suppliers to offset the power
imbalance that many small municipalities face.
Strengthening the bargaining power of munici-
palities will make it easier to stipulate essential
requirements regarding services that will pro-
cess personal data concerning school pupils
and kindergarten children.

The Privacy Commission believes that govern-
ment agencies should look at the possibility of
entering into collaborations with other coun-
tries in negotiations with the global platform
providers, e.g. within the framework of the
Nordic co-operation.

The Privacy Commission believes that procure-
ments and negotiations concerning solutions
for the school and kindergarten sector must be
rooted in the national privacy policy for schools
and kindergartens. This policy must set out
clear requirements regarding the quality of
learning resources, and at the same time safe-
guard children’s right to privacy and protection
against data about pupils being used for com-
mercial purposes.

Development of appropriate digital learning resources

The Privacy Commission believes that the
national privacy policy for the school and kin-
dergarten sector should include measures to
support Norwegian enterprises which develop
solutions that underpin the principles of the
national education policy and the fundamental
rights of children — and that are not based on a
business model that profits from children’s per-
sonal data.

The Privacy Commission believes that if assess-
ments carried out by the national testing and
resource centre show that existing solutions do
not adequately safeguard privacy, government
agencies must invest in the development of
new and more appropriate solutions. The
Commission considers that it may be appropri-
ate to make such investments under European
or Nordic auspices. In the view of the
Commission, Norway can, and should, take a
pioneering role in this work.
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Teaching privacy

— The Privacy Commission believes that schools

must strengthen the teaching they provide con-
cerning privacy as a fundamental human right.
Pupils should be educated in the social science
aspects of privacy, including that good privacy
protection is an important value in a demo-
cratic society. The teaching of privacy in
schools can help pupils to become more aware
that their personal data is being processed, and
give them an insight into the information that
digital learning tools are used to collect. The
Commission stresses that the responsibility for
safeguarding one’s own privacy should not be
placed on the individual pupil. Although edu-
cating children is important in order to provide
children with adequate ‘ballast’, it should be
seen not as a solution to the privacy challenges
in schools, but rather as a supplement to the
measures recommended by the Commission.

Safeguarding the rights of children and parents/
guardians

— The Privacy Commission believes that munici-

palities must ensure that information about the
type of data that is collected about pupils and
kindergarten children is readily accessible.

— The Privacy Commission believes that munici-

palities should facilitate genuine opportunities
for participation by pupils and parents/guardi-
ans in decisions that have a significant impact
on the children’s privacy. Pupils and parents/
guardians can be involved in various ways,
including when performing data protection
impact assessments. Other arenas for partici-
pation where school owners can obtain and dis-
cuss views with students and guardians are the
Student Committee (Elevutvalget), the Par-
ents’ Association (FAU) and the National Par-
ents’ Committee for Primary Education (FUP).
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Chapter 9
Consumer privacy

Summary of the Norwegian Privacy
Commission’s recommendations

The ability of consumers to protect their own privacy

The Privacy Commission recommends that the
government pursue a proactive privacy policy
in relation to the EU.

The Privacy Commission recommends that the
government take the initiative to investigate
how technology can be used to protect con-
sumers, e.g. through privacy-friendly default
settings or automatic blocking of illegitimate
tracking. It is important that the public sector
takes such an initiative, to ensure that it is not
exclusively the global platform players who
lead the way in this work in practice.

Supervision and enforcement

The Privacy Commission recommends that
responsibility for enforcing the use of cookies
and similar tracking technologies be delegated
to the Norwegian Data Protection Authority.
The Privacy Commission believes that the gov-
ernment should support a proposal for an E-pri-
vacy Regulation that sets out requirements
regarding the use of tracking technology
which complies with the General Data Protec-
tion Regulation.

Legislative processes in the EU

The Privacy Commission recommends that the
government become involved in the design of
the Regulation on Artificial Intelligence and
associated appendices, and work to promote
regulation which ensures that Al systems are
designed in a way that safeguards privacy dur-
ing both the development and use of the sys-
tems.

The Privacy Commission recommends that the
government supports the European Commis-
sion’s proposal for a horizontal ICT security
law (the Cyber Resilience Act).

The Privacy Commission believes that the gov-
ernment should be an active driving force in
EU legislative processes which impact on con-
sumer privacy.

Internet of Things

The Privacy Commission recommends that
Norwegian importers, retailers and trade asso-
ciations have information available concerning
how privacy is safeguarded before connected
products are sold.

The Privacy Commission recommends that
retailers have control procedures in place to
ensure that products sold in Norway operate in
accordance with the privacy regulations and
the Electronic Communications Act, and estab-
lish requirements for their suppliers concern-
ing, inter alia, data minimisation, purpose limi-
tation and privacy as a basic setting. Industry
standards and labelling schemes can be an
important tool for ensuring that suppliers fulfil
such requirements.

The Privacy Commission recommends that the
government’s position concerning regulatory
development means that retailers are given
legal responsibility for inadequate ICT security
and privacy in products they sell.

Behavioural advertising

The Privacy Commission shares the govern-
ment’s view that behavioural advertising aimed
at children should be banned. The Commission
also supports the prohibition of the use of spe-
cial categories of personal data for marketing
purposes. The ban should also apply to special
categories of personal data that is derived from
data which was not sensitive at the point of col-
lection, such as location data which could col-
lectively be used to determine political or reli-
gious affiliation.

The Privacy Commission recommends that, in
the event of a ban on behavioural advertising



Official Norwegian Reports NOU 2022: 11 37

Your privacy — our shared responsibility

that only applies to children, service providers
must be subject to the precautionary principle.
Solutions that lead to increased tracking and
profiling in order to map the identity and age of
consumers are not desirable.

The Privacy Commission further recommends
that the use of children’s personal data for
behavioural advertising purposes be prohib-
ited. Children’s personal data should not be
used for behavioural advertising, even if the
marketing is not actually aimed at children.
The Privacy Commission split into a majority
and a minority regarding the question of
whether a general ban on behavioural advertis-
ing should be evaluated:

The majority of the Privacy Commission, mem-
bers Busch, Grande, Haugli, Hertzberg, Hoyer,
Myrstad, Schartum, Veum, Ytre-Arne and Aas-
berg, wish to stress that behavioural advertis-
ing can also be harmful to the general popula-
tion. For this reason, the majority of the Com-
mission believes that an evaluation should be
carried out to determine whether or not a gen-
eral ban is necessary in order to protect Nor-
wegian and European consumers. The evalua-
tion should consider both the positive and neg-
ative impacts that such a ban would entail in
Norway and in Europe, including for the media
industry.

A minority of the Privacy Commission, members
Moen and Neess, believe that behavioural adver-
tising can be done in different ways — either
responsibly or irresponsibly. Members Moen
and Nass believe that, as long as behavioural
advertising is done responsibly, a general ban
would be disproportionate. Moen and Naess
therefore do not support the majority’s pro-
posal that an assessment be carried out to
determine whether or not a general ban is nec-
essary.
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show which advertisements appear on the plat-
form and which segments they use. Transpar-
ency is necessary in order to uncover unrea-
sonable or harmful influence. The government
should work to put such requirements in place
through the EU.

Manipulative design
— The Privacy Commission believes that a ban on

manipulative design, as proposed in the DSA,
would strengthen the ability of consumers to
protect their own online privacy. Such a ban
should be complemented by the enforcement
of current consumer legislation, as well as
guidelines issued by the supervisory authori-
ties which clarify the boundary between what
is deemed to constitute the acceptable and
unacceptable use of design respectively. The
proposal should be anchored and secured
through the EU cooperation.

Profiling, segmentation and discrimination

— The Privacy Commission recommends that the

Equality and Anti-Discrimination Ombud
should work with the Norwegian Data Protec-
tion Authority to counteract discrimination
arising from the use of machine learning sys-
tems.

— The Privacy Commission recommends that

enterprises that use machine learning systems
to profile and segment consumers should
report how they counteract discriminatory
effects in their systems. Government agencies
should require such reporting in connection
with procurements and the awarding of fund-
ing. The government should strive to ensure
that such requirements become part of the
impending Regulations on artificial intelli-
gence and its annexes.

Transparency and information

_ The Privacy Commission recommends that  heOil Fund’sinvestments

strict information and transparency require- — The Privacy Commission recommends that,

ments be imposed regarding how consumers
are profiled and segmented in connection with
the targeting of advertisements and political
messages. This means that businesses, organi-
sations and political parties are open about the
messages that they send out and who they are
trying to reach through the messages. Plat-
forms that facilitate the segmentation and pro-
filing of consumers should also offer tools to

whenever the Oil Fund invests in technology
companies, requirements be established for
the protection of privacy, in the same way as
requirements for the protection of other funda-
mental human rights.

— The Privacy Commission recommends that the

QOil Fund refrain from investing in companies
which invade privacy and which it is unable to
influence, e.g. because of majority owners.
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Competition

The Privacy Commission recommends that
Norway instigate and lead an international
effort to investigate how instruments in the
Competition Act could be used to prevent neg-
ative privacy impacts in connection with acqui-
sitions and mergers. The study must assess
whether the Competition Act has been formu-
lated in such a way that it deals with the chal-
lenges of the data economy. This must also be
viewed in the context of the introduction of new
competition tools under the forthcoming Digi-
tal Markets Act (DMA).

The Privacy Commission believes that govern-
ment agencies should stimulate the develop-
ment of solutions and standards for data porta-
bility and technical interoperability. The exist-
ence of such solutions is a prerequisite for
healthy competition in many digital product
and service markets.

The Privacy Commission believes that it is a
fundamental prerequisite for strong privacy
that it should not pay to break the law. The
effective enforcement of privacy regulations
will therefore be essential in order to establish
alevel playing field and stimulate innovation in
privacy-enhancing technologies.

Your privacy — our shared responsibility

— The Privacy Commission believes that the fact

that Norwegian companies and global technol-
ogy giants do not operate on a level playing
field raises data protection issues. The govern-
ment must take steps to limit the market power
of the giants to ensure a level playing field and
thus facilitate innovation that supports privacy.

Special considerations concerning children’s privacy

— The Privacy Commission recommends that the

government appoint a legislative committee to
review and propose changes to regulations to
protect children and young people in digital
interfaces.

— The Privacy Commission recommends that pri-

vacy challenges relating to content shared by
parents and other children be overcome
through skills development, including through
education. This is an area where measures
relating to netiquette and judgement are impor-
tant.

— The Privacy Commission believes that the

Ombudsman for Children should develop a
guide for children and parents aimed at
strengthening the understanding of children’s
right to privacy in familial situations.
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Chapter 10
Regulatory complexity and national discretion

Summary of the Norwegian Privacy
Commission’s recommendations

The Privacy Commission believes that the Nor-
wegian authorities should not accept a situa-
tion where it is difficult to establish which reg-
ulations apply or how they should be inter-
preted. Both the need to ensure the legal pro-
tection of individuals and legal certainty for
controllers and processors indicate a need to
work continuously to ensure that the regula-
tions are as clear and comprehensible as possi-
ble.

The Privacy Commission believes that the gov-
ernment should actively participate in legal
and political processes within the EU to work
for better privacy regulations.

The Privacy Commission recommends that
expertise be built up in EU and EEA law within
the public administration, to ensure solid pro-
cesses in legislative work.

The Privacy Commission believes that the gov-
ernment must pursue an active legislative pol-
icy to promote privacy. It should always be an
ambition to use the Norwegian national discre-
tion provided for by EEA legislation, both to
supplement the European rules and to support
and strengthen current EEA legislation that the
Norwegian authorities regard as being particu-
larly important. Where appropriate, the Nor-
wegian authorities should adopt deviating Nor-
wegian rules if there is access and sufficient
reason to do so.

The Privacy Commission believes that there is
a general need to clarify the legal basis for the
processing of personal data linked to the public
sector. Legal clarification is in line with the fun-
damental principles of the rule of law, because
it contributes to a greater degree of predictabil-
ity and verifiability. In addition, statutory regu-
lation means that any future wishes regarding
revised and expanded access to process per-
sonal data will require further political deci-
sions. Thus, key privacy issues also become

part of the political and democratic shift of
opinion, which the Commission considers to be
valuable in itself.

The Privacy Commission believes that consid-
eration must be given to whether or not
national rules should be issued which either
maintain or introduce new conditions for the
processing of genetic, biometric and health-
related data.

The Privacy Commission believes that special
protection must be afforded to persons who are
exposed to fully automated decisions in line
with the provisions of the Regulation. Relevant
guarantees could for example be stricter
requirements regarding justification of the
decisions that machines generate. Documenta-
tion of the system may also be an appropriate
guarantee, possibly in combination with
schemes for the manual assessment and
review of the content of the system solution
itself.

The Privacy Commission believes that there is
a need for regulations which ensure adequate
documentation and transparency in automated
decision-making processes. Documentation is
a prerequisite for ensuring that individuals,
where necessary with the aid of a non-profit
organisation or lawyer, are actually able to dis-
pute the outcome of automated decisions and
have grounds for appealing the decision.

The Privacy Commission recommends that the
national access to clarify who is responsible for
compliance with privacy regulations must be
actively utilised. In the event of any doubt as to
who the controller is, provisions concerning
this should therefore be laid down in legisla-
tion or regulations, as provided for by the Reg-
ulation.

The Privacy Commission believes that the gov-
ernment should facilitate the establishment of
non-profit organisations with the general aim of
promoting privacy and data protection. It is
important that national rules are laid down
which clarify the requirements that apply to the
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establishment and work of such organisations.
Such a national regulatory framework should
also clarify whether, and if so how and to what
extent, non-profit organisations may act on
behalf of data subjects without their authorisa-
tion. This will place particularly strict require-
ments on the appropriate organisation and
operation of such associations, which will
require further legal clarification.

The Privacy Commission believes that the gov-
ernment should pursue an active policy to pro-
mote pan-European rules. Where this will not
be possible or realistic within a reasonable time
frame, the government should propose
national provisions. Such regulations should
preferably be proposed following consultation
with other countries in the EEA.

Your privacy — our shared responsibility

— The Privacy Commission believes that, if used

cautiously, information provisions in Norwe-
gian national legislation could be one of a num-
ber of instruments for creating greater coher-
ence between the General Data Protection Reg-
ulation and other relevant regulations. In par-
ticular, there may be reason to utilise this
method in legislation concerning individual
rights which must be clear and comprehensi-
ble to a large number of people without any
legal education. The approach can also be con-
sidered in the context of regulations that con-
cern obligations which many small and
medium enterprises must comply with.
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Chapter 11

Chapter 11
Technology in the service of privacy

Summary of the Norwegian Privacy
Commission’s recommendations

— The Privacy Commission believes that the

supervisory authorities should advise private
individuals on how to use technology to protect
themselves against unlawful or unwanted pro-
cessing, including by providing specific
instructions for relevant tools.

The Privacy Commission believes that meas-
ures should be implemented to create clearer
obligations to use privacy by design in techni-
cal and organisational solutions. The
Commission is unsure regarding the extent to
which such clarification is permitted within the
framework of the General Data Protection Reg-
ulation. However, the Commission believes that
the obligation can be made clearer and more
concrete when the basis for the processing of
personal data is «a legal obligation», «a task
carried out in the public interest> and «the
exercise of official authority»; see Article 6
(1) (c) and (e) of the General Data Protection
Regulation.

The Privacy Commission believes it is impor-
tant to specify privacy by design obligations in
concrete terms in order to promote transpar-
ency in the processing of personal data.

The Privacy Commission believes that provi-
sions setting out clear obligations regarding
privacy by design should be incorporated in the
new Public Administration Act.

The Privacy Commission believes that an obli-
gation should be established for educational
institutions to have access and information pro-
cedures for pupils and students. Such obliga-
tions could, for example, be laid down in the
Education Act and the Universities and Univer-
sity Colleges Act.

The Privacy Commission recommends that the
Norwegian authorities stimulate the develop-
ment of Norwegian privacy technology. Meas-
ures could include procurement requirements
in the public sector, research funding to pro-
mote privacy-enhancing technologies, and
funding through various grant schemes.
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Chapter 12
Transparency

Summary of the Norwegian Privacy
Commission’s recommendations

The Privacy Commission believes that transpar-
ency is such a key precondition that full
explainability must be the clear starting point,
and lower standards should only be accepted
when the impacts are considered to be insignif-
icant.

The Privacy Commission believes that govern-
ment agencies and other influential social
actors must at all times have as one of their
most important tasks the strengthening of
transparency relating to the application of digi-
tal technology with a direct bearing on citizens’
obligations, rights, freedoms and opportuni-
ties.

The Privacy Commission believes that control-
lers should to a greater extent than is the case
today make available information relating to
the processing of personal data. It should be a
goal to ensure that data subjects and other
interested parties are able to gain access to
information independently of others, through
the information being made available online,
without this requiring the individual to request
access from the controller or the controller to
inform the individual data subject specifically.
The Privacy Commission believes that accessi-
bility should apply as a general rule at both
individual level and collective level. Insofar as
is permitted by the GDPR, individuals should
have direct access to personal data through
secure login routines. In this context, ensuring
the confidentiality, integrity and availability of
the data is in itself a privacy challenge. How-
ever, the Privacy Commission believes that the
same types of security measures that currently
apply to logging in to banking services, Altinn
and the summary care record, for example, will
be sufficiently secure for the vast majority of
other services and associated personal data.
The Privacy Commission emphasises that a
requirement to use plain language must apply

generally to all relevant operators, and to all
information that is important for the protection
of people’s privacy. Important information
should be made available to everyone, regard-
less of whether or not they are an active partic-
ipant in the digital society.

The Privacy Commission believes that respon-
siveness should be developed into genuine
participation insofar as is possible. By this, the
Commission means that data subjects, or their
representatives, should be actively invited to
participate in processes that have a direct bear-
ing on how personal data is processed.

The Privacy Commission believes that an over-
view should be established of administrative
decisions relating to the enforcement of the pri-
vacy regulations. In connection with the estab-
lishment of such an overview, consideration
should be given to the entities that are covered
by the controls, and how this can be alleviated
through the form in which the overview is
established, e.g. by preventing indexing or per-
mitting the names of enterprises to be omitted
from published overviews in certain cases.
This must not be seen as a restriction on access
to public information in individual cases under
the Freedom of Information Act.

The Privacy Commission believes that updated
and systematic records should be made availa-
ble with information on the extent to which and
in what way the Norwegian Data Protection
Authority exercises its authority. This applies
to individual decisions generally, administra-
tive fines and decisions concerning coercive
fines.

The Privacy Commission believes that control-
lers should make available information relating
to the processing of personal data to a greater
extent than is currently the case. It should be a
goal to ensure that data subjects and other
interested parties are able to gain access to
information independently of others, by ensur-
ing that the information is readily accessible in
away that is easy to understand. Advanced pro-
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cessing of personal data should be described in apposite and should be incorporated as a key
layers, so that the information covers citizens part of the national privacy policy proposed by
with different skills and different interests in the Commission.

the details of the processing.
— The Privacy Commission believes that the Nor-
wegian Digitalisation Agency’s report is very
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Chapter 13
Guidance, supervision and complaints

Summary of the Norwegian Privacy
Commission’s recommendations

The Privacy Commission recommends that the
government work to establish supervisory
authorities at European level with the authority
and responsibility to ensure the effective
enforcement of privacy legislation with regard
to the global platform players, similar to the
provisions that have been incorporated into the
Digital Markets Act.

The Privacy Commission believes that regular
evaluations of the Norwegian Privacy Appeals
Board should be carried out. These evaluations
should consider whether the board is well-
functioning and performing its functions ade-
quately.

The Privacy Commission believes that there is
a clear need to strengthen the Norwegian Data
Protection Authority. However, privacy cannot
only be ensured by a strong, central supervi-
sory authority. The Privacy Commission there-
fore believes that the prerequisites necessary
to enable other social actors to contribute to
sound data protection must also be strength-
ened at the same time.

The Privacy Commission is of the view that it is
very positive that Norwegian supervisory
authorities are working together to protect
consumer rights. This cooperation should be
secured for the future.

The Privacy Commission believes that other
supervisory authorities with responsibilities
that are of great and direct importance to the
protection of privacy could play a greater role
in privacy than they do at present. For example,
the Norwegian Labour Inspection Authority
must be able to supervise the control measures
implemented by employers pursuant to the
provisions of the Working Environment Act,
and at the same time apply the general provi-
sions of the General Data Protection Regula-
tion that become relevant as a result of the con-
trol measure.

— The Privacy Commission believes it is impor-

tant to establish a clear framework for guid-
ance and supervision respectively within the
Norwegian Data Protection Authority. The
Commission believes that it may be appropriate
for the supervisory authority to organise itself
in such a way that controllers are not at risk of
being subjected to supervision as a result of
information which originates from a dialogue
linked to guidance provided to the entity by the
Norwegian Data Protection Authority.

The Privacy Commission believes that if the
Norwegian Data Protection Authority’s sand-
box is to be continued, the questions that are
considered in each project should be openly
presented for comment before any conclusions
are reached. In the conclusions, strong empha-
sis should also be placed on eliciting assump-
tions and any doubts relating to the conclu-
sions. At a general level, reports should be
structured in such a way that they are not per-
ceived as being advance decisions wherever
possible.

— The Privacy Commission furthermore believes

that authorities other than the Norwegian Data
Protection Authority should provide guidance
regarding privacy issues that are directly
linked to their area of authority. This will be
crucial to ensure that these authorities take pri-
vacy into account in their operations. The
Commission stresses that such guidance would
be in addition to the guidance issued by the
Norwegian Data Protection Authority. Further-
more, the Norwegian Data Protection Author-
ity will always have supervisory competence.

The Privacy Commission believes that all
administrative bodies should be given clear
advisory responsibility in Section 11 of the Pub-
lic Administration Act regarding issues that
relate to the processing of personal data within
their respective areas of authority. Any expan-
sion of advisory responsibility must not inter-
fere with the Norwegian Data Protection
Authority’s statutory advisory responsibility.
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The Privacy Commission recommends that sys-
tematic efforts be initiated to strengthen the
work of the sector-based supervisory authori-
ties relating to the privacy regulations, and to
clarify the legal basis for such exercising of
authority.

The Privacy Commission is of the opinion that
Article 36 (4) presupposes a specific duty to
consult. The provision cannot be considered to
have been complied with by giving the Norwe-
gian Data Protection Authority the opportunity
to act as a consultative body in line with the
right of every entity and citizen in accordance
with the Instructions for the Preparation of
Central Government Measures (Official Stud-
ies). It is in any case incumbent on the govern-
ment to examine legislation both as compre-
hensively and thoroughly as is necessary, and
in a balanced, systematic and comprehensive
manner when the issues are fundamental in
nature.

The Privacy Commission believes that the Nor-
wegian Data Protection Authority must be
given access to early involvement in legislative
and regulatory matters that raise fundamental
questions regarding privacy and when there is

Chapter 13

a strong threat to fundamental rights and free-
doms. In the view of the Privacy Commission,
ensuring that the Norwegian Data Protection
Authority’s views become known at an early
stage in the legislative process would obviously
result in the most balanced case study. Argu-
ments relating to the protection of privacy that
come up at an early stage in the process are
normally easier to take into account than views
that are expressed during the public consulta-
tion round.

— The Privacy Commission recommends that all

the Norwegian Data Protection Authority’s
consultation statements be made publicly avail-
able on the Authority’s website. Although the
statements will normally be made available on
the relevant ministry’s consultation pages, it is
essential that such statements are available in a
collated and updated form at all times.

— The Privacy Commission believes that it is

unfortunate that the Personal Data Act does
not clearly state the right of data subjects to
have questions considered and reviewed. Such
clarification is important for strengthening the
legal position of data subjects.
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